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a b s t r a c t

Hyperspectral data are being increasingly used for the characterization and understanding of real-
world scenarios. In this field, UAV-based sensors bring the opportunity to collect multiple samples
from different viewpoints. Thus, light-material interactions of real objects may be observed in outdoor
scenarios with a significant spatial resolution (5 cm/pixel). Nevertheless, the generation of hyperspec-
tral 3D data still poses challenges in post-processing due to the high geometric deformation of images.
Most of the current solutions use both LiDAR (Light Detection and Ranging) and hyperspectral sensors,
which are integrated into the same acquisition system. However, these present several limitations
due to errors derived from inertial measurements for data fusion and the spatial resolution according
to the LiDAR capabilities. In this work, a method is proposed for the generation of hyperspectral
point clouds. Input data are formed by push-broom hyperspectral images and 3D point clouds. On
the one hand, the point clouds may be obtained by applying a typical photogrammetric workflow
or LiDAR technology. Then, hyperspectral images are geometrically corrected and aligned with the
RGB orthomosaic. Accordingly, hyperspectral data are ready to be mapped on the 3D point cloud.
This procedure is implemented on the GPU by testing which points are visible for each pixel of the
hyperspectral imagery. This work also provides a novel solution to generate, compress and render 3D
hyperspectral point clouds, enabling the study of geometry and the hyperspectral response of natural
and artificial materials in the real world.

© 2022 Elsevier Ltd. All rights reserved.
1. Introduction

The realistic modeling of material appearance has been widely
tudied in Computer Graphics. Accurate and reliable acquisition
f either Bidirectional Texture Function (BTF) or even Bidirec-
ional Reflectance Distribution Function (BRDF) is a challenging
ask, and only a few measurement systems exist. The exploration
f hyperspectral imaging opens the possibility to study the ma-
erial’s behavior beyond the human visible range. Recent work
s presented for the acquisition of hyperspectral data through a
oniophotometer and modeling the BRDF of measured objects [1].
nother method was proposed for the efficient acquisition of
pectral BRDFs in outdoor scenarios using a UAV-based (Un-
anned Aerial Vehicle) hyperspectral camera [2]. These advances

ead us toward the generation of real-world material databases,
hich are highly used for rendering photorealistic scenes, virtual

nterior design in architecture, the game industry, etc. These
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applications can be enhanced by the increasing availability of
real-world scenarios, which can be efficiently reconstructed using
versatile platforms.

The use of hyperspectral sensors mounted in UAVs brings up
new opportunities to explore high-resolution spectral analysis.
The light-material interactions can be observed from
multiple viewpoints through a wide range of bands to charac-
terize the spectral behavior of surveyed entities in real-world
scenarios. The spectral imaging technology was originally used
in Earth remote sensing applications, mainly in aerial surveil-
lance. It represented a true revolution in satellite-based remote
sensing, allowing first the acquisition of multispectral images, a
group of few bands belonging to the visible and near-infrared
(VNIR) spectral region. Recent technological developments have
enabled the arrival of novel platforms capable of overcoming the
major issues associated with both manned aircraft and satellites
while simultaneously improving spectral and spatial resolutions.
UAV plays an important role in allowing a better understanding
of the earth’s system phenomena through 3D modeling and
hyperspectral spectral characterization.

In the last few years, novel solutions are proposed that rely on
the mechanical integration of LiDAR sensors and hyperspectral
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ameras for the generation of 3D spectral data. Despite the
rogress made in the fusion of multi-sensor data acquired with
rones [3–5], to our knowledge, there is no software solution
apable of automatically enriching 3D point clouds with hyper-
pectral imagery. In addition to the geometric features, the study
f hyperspectral data distribution along the reconstructed sur-
aces helps us to approach non-trivial tasks such as the modeling
f complex surface reflectance characteristics, including specu-
arities, interreflections, transparencies, or subsurface scattering
nder variable and general observation conditions.
In this paper, we propose a pipeline for the generation, com-

ression, and rendering of dense hyperspectral point clouds. The
roposed methodology aims to enable hyperspectral analysis in
D space. Our method is capable to integrate hyperspectral im-
ges into 3D models acquired from the real world using LiDAR
ensors or photogrammetric techniques. The main contributions
f this paper can be summarized as:

1. Hyperspectral image mapping on a high-resolution point
cloud.

2. The development of a spatial data structure for hyperspec-
tral orthomosaic compression.

3. The hyperspectral point cloud rendering.

The remainder of this paper is organized as follows: related
ork is summarized in Section 2, which allows understanding the
urrent state of development. In Section 3, the proposed pipeline
or the generation of hyperspectral point clouds on the GPU is
xplained. Experimental results in terms of performance analysis
re described in Section 4. The main conclusions drawn by the
evelopment of this work are presented in Section 5.

. Related work

Hyperspectral data acquisition. In the last years, hyperspec-
ral data acquisition has significantly increased, benefiting from
he use of more cost-effective sensors and versatile platforms.
n the one hand, traditional systems, which are deployed in
he laboratory, are currently more efficient and capable of get-
ing accurate spectral measurements of isotropic and anisotropic
aterials. These are gaining in accuracy, efficiency, and ease of
se. At the laboratory level, the most accurate and well-known
echnique for collecting the optical features of any real-world
aterial is the use of a goniophotometer [6,7]. Different variants
f this configuration have been developed either to obtain better
esults in anisotropic materials, to take into account refraction
henomena or even to obtain normal maps, or other character-
stics that allow the sample to be modeled synthetically [8–10].
evertheless, these acquisition setups are usually expensive and
equire to be mounted considering a list of laboratory constraints.

On the other hand, image-based acquisition techniques are
valuable alternative in which the use of a camera together
ith a suitable procedure to give validity to the results has also
xtended its use over the last years [11,12]. Moreover, these
echniques are particularly suited to data acquisition in real envi-
onments. Jurado et al. [2] proposed a novel method for acquiring
he spectral reflectance of materials using UAVs equipped with
oth an RGB camera and a hyperspectral sensor. In terms of
he contribution of UAV-based hyperspectral imaging (HSI) for
aterial recognition, some methods have been proposed to clas-
ify agricultural materials [13,14] and different types of human
bjects [15,16]. Despite its radiometric accuracy, the resulting hy-
erspectral images present a high geometric deformation, which
akes its combination with other data sources difficult. This
roblem was approached by Jurado et al. [17] and proposed a
ethod for geometric alignment between hyperspectral images
nd high-resolution RGB imagery.
268
Nowadays, a multidisciplinary research field is focused on
hyperspectral data capture for developing applications related
to computer graphics, remote sensing and computer vision. In
addition, there are other applications of hyperspectral imagery
that require data at a microscopic level. Gao and Smith [18]
summarized the principles ruling the acquisition of hyperspectral
imaging, especially at a microscopic scale in biomedical applica-
tions. Pu et al. [19] reviewed hyperspectral imaging techniques
for food quality and safety detection.

3D reconstruction of real-world scenarios. The modeling
of real-world scenarios has enjoyed great interest by both the
industry and academia to improve the visualization and inter-
pretation of surveyed areas and phenomena. Over the past years,
the production of high-resolution cameras and recent advances
in LiDAR technology allow us to get a detailed 3D model of
real-world scenarios. Likewise, the use of UAV platforms makes
easier the capture of target entities from multiple viewpoints.
Accordingly, a wide variety of natural and urban scenarios can
be efficiently reconstructed for multiple purposes, from forest
monitoring [3,20,21] to urban planning [22–25]. In particular, a
wide variety of sensors has burst onto the market for captur-
ing the three-dimensional features of natural and urban envi-
ronments. Some examples of these acquisition technologies and
methods are Radio Detection and Ranging (RaDAR) [26], Light
Detection and Ranging (LiDAR) [27] and Structure-from-Motion
(SfM) [28]. The geometry can be extracted following image-based
approaches and either terrestrial or aerial LiDAR scans. Regard-
less of the method employed, a georeferenced point cloud is
obtained including additional information such as the RGB color
corresponding to the area represented by each of these points.

In general, 3D point clouds are commonly used to represent
complex surfaces of the real world. In contrast to triangle meshes,
they enable a simpler, denser and more close-to-reality represen-
tation [29]. The improvement in the acquisition and processing
techniques used in photogrammetry [30] along with the low costs
of acquiring detailed and reliable 3D information, transformed
photogrammetric-related approaches into a proper alternative to
specific sensors such as LiDAR and laser scanners [31]. Thus, as
long as the implemented configurations ensure the acquisition
of a set of overlapping images, high-density point clouds and 3D
meshes can be obtained, opening up a set of possibilities using
aerial or ground imagery.

Hyperspectral data fusion. Recent work is presented for the
integration of 3D models and multi-source data. The image-based
fusion of spectral and geometric features of natural and arti-
ficial objects is, in fact, the problem of mapping pixels from
these images to 3D points with (x, y, z) coordinates. The aim is
to generate a 3D model, which can be automatically enriched
with multi-source measured data. This model can be fed with
information from different sensors. For instance, Zia et al. [32]
developed a method that applies SfM to images from different
wavelengths and a 3D registration method to combine band-
level models into a single 3D model. Kim et al. [33] described a
prototype system composed of a laser sensor and a hyperspectral
imager to characterize solid objects. Jurado et al. [34] proposed
an out-of-core method that enables the on-site processing and
visualization of captured data by using collaborative 3D virtual
environments. Parallel and remote computing are addressed for
multispectral image mapping and occlusion on huge 3D models.
Other works were capable of merging hyperspectral data in 3D
models generated from standard RGB cameras or laser scanning,
which enabled the 3D geological modeling [35] or 3D mapping
of underwater environments [36]. Liu et al. [37] provided an in-
depth review of HSI and 3D technologies for plant phenotyping by
analyzing the literature from close-range applications to remote
sensing.
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Fig. 1. The overall approach proposed for the generation of 3D hyperspectral point clouds. The starting point cloud is firstly sorted and shuffled to enhance its
endering. Hyperspectral swaths are then corrected and fused to build an orthomosaic. This result is projected into the RGB point cloud, previously voxelized to
btain the visible points. The hypercube is compressed according to a stack-based representation.
As stated above, the processes to deal with such amounts of
D data and hyperspectral images are computationally demand-
ng. One way of reducing this computational cost is GPU-based
arallelization [38,39]. Hyperspectral image processing can take
dvantage of the computing capabilities of cloud computing or
urrent graphics cards to manage amounts of images [40], per-
orm image analysis by quaternion moments [41] or 3D point
louds. Massive data processing is a trend topic line that arouses
he interest of multidisciplinary research. However, there are still
any limitations that should be addressed. In this study, our
ffort is twofold: we aim to accelerate the whole pipeline using
ompute shaders for hyperspectral image mapping on the point
loud whereas reducing the memory footprint through a spatial
ata structure aimed at compressing the hypercube.

. Our method

The proposed approach is based on the efficient generation
f hyperspectral point clouds with a low-memory footprint. To
his end, the complete procedure is developed on the GPU us-
ng OpenGL’s compute shaders, both for building and rendering
he 3D hyperspectral point cloud. Firstly, the rectification and
lignment of hyperspectral images with RGB images are briefly
xplained according to previous work. Then, hyperspectral im-
ges are projected into an 3D RGB point cloud. Throughout the
rojection procedure, several optimization methods are proposed
o address both compression and color aggregation challenges.
nce the point cloud is built, its rendering is also approached us-
ng GPU-based optimizations concerning visualization and frame
ate for large point clouds. Fig. 1 shows the main steps of the
roposed pipeline. The 3D reconstruction of the high-resolution
oint cloud, as well as the acquisition procedure of hyperspectral
ata is out of the scope of this study. Our aim is focused on data
rocessing and compression for the generation and rendering of

ense hyperspectral point clouds.
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3.1. Hyperspectral alignment and rectification

The main challenge of post-processing hyperspectral imagery
is their high geometrical distortion. Push-broom hyperspectral
sensors provide high spectral resolution data, but their scanning
acquisition architecture imposes more challenges to creating geo-
metrically accurate mosaics from multiple hyperspectral swaths.
This is the first step before data analysis and this task remains
a time-consuming and complex processing workflow. In order to
provide an efficient solution to correct the image deformation,
Jurado et al. [17] proposed a fully automatic method based on
an iterative approach to align hyperspectral swaths with an or-
thorectified RGB mosaic. This method is replicated in our work
for the correction of image distortion. In order to make this study
self-contained, a brief description is presented as follows.

The main steps for the generation of hyperspectral orthomo-
saics from the alignment of individual and preprocessed hyper-
spectral swaths are: (1) image subdivision, (2) feature detection,
(3) matching and homography calculation, (4) image transforma-
tion, and (5) validation. Firstly, each hyperspectral swath is sub-
divided into multiple fragments since the geometric deformation
varies along the image, being higher on borders. Second, feature
detection is developed in order to collect a set of keypoints
for each hyperspectral image fragment and the RGB orthophoto
through Oriented FAST and Rotated BRIEF (ORB) algorithm [42].
In this phase, we aim to search the best matches in both images
based on the calculation of the Hamming distance [43]. Once the
matches are obtained, the next step consists of the calculation of
the homography. This transformation is estimated in order to fit
the position of every pixel of the hyperspectral fragment allowing
to achieve a better alignment with the RGB orthophoto used as
reference. To consider a valid homography, the resulting error in
the alignment must be lower than five pixels. The accuracy of the

alignment between the RGB orthophoto mosaic and hyperspectral
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Fig. 2. Hyperspectral swaths for green wavelength and reconstructed orthomo-
aic using penalty based functions.

waths is assessed using a validation mask for each image, where
ontrol points are represented as unique color combinations. Each
ontrol point is manually located in meaningful places such as
orners, and key-objects that can easily be recognized in both
yperspectral and RGB imagery. Then, the method is capable of
egistering the visible markers for each fragment. Thus, the re-
ulting image transformation from the estimated homography is
pplied and the Euclidean distance is calculated from the position
f the projected marker to its corresponding pixel in the RGB or-
hophoto mosaic. If the error is above the tolerated threshold, the
rocess is iterated by varying the length of the target fragment.
In this study, this approach is followed in order to correct

he distortion of UAV hyperspectral swaths. The next step is to
enerate the hyperspectral orthomosaic and image mapping on
he high-resolution point cloud.

.2. Generation of the hyperspectral orthomosaic

Once hyperspectral swaths are corrected and merged with
GB imagery, both datasets are registered in the Universal Trans-
erse Mercator (UTM) system. Instead of using individual swaths,
hese can be merged into a single hyperspectral orthomosaic that
an be efficiently sampled from the point cloud. Firstly, the offset
nd size of each swath is known in the UTM system. There-
ore, the resulting orthomosaic is initialized combining the 2D
xis-aligned bounding box (AABB) of every swath. Accordingly,
ach hyperspectral pixel can be mapped to a pixel of the final
rthomosaic.
Reflectance may vary among hyperspectral swaths, and conse-

uently, values colliding on a pixel can differ from one another.
hese radiometric differences can be explained by acquisition
onditions or errors induced by sensors (e.g., the striping phe-
omenon) [44], among others. However, we do not intend in this
ork to solve systematic errors which can be partially removed
s a post-processing task. Instead, penalty functions are used as
escribed by Paternain et al. [45] to obtain the most accurate
eflectance from multiple swaths.

A local penalty function P : R2
−→ R computes the penalty
f samples xi with respect to a given aggregator function y as

270
indicated in Eq. (1):

P(xi, y) = (xi − y)2 (1)

These penalty functions should satisfy the following conditions:

P(xi, y) = 0 ∀xi = y
P(xi, y) > 0 ∀xi ̸= y
P(xi, y) ≥ P(xj, y)

⏐⏐xi − y
⏐⏐ >

⏐⏐xj − y
⏐⏐ (2)

A discriminator function measures the error from each ag-
gregation result to the starting hyperspectral swaths. Then, a
dissimilarity function D accumulates the penalties of each set (X)
of overlapping samples in a given pixel with respect to a given
aggregation function y, as indicated in Eq. (2).

D(X, y) =
∑
xi∈X

P(xi, y) (3)

The objective of this approach is to select the aggregation
operator y that minimizes the expression in Eq. (3), miny D(X, y).
On the other hand, the aggregation functions are expressed as
n-ary functions, Y : Rn

−→ R, with the arithmetic mean being
the most straightforward aggregation operator. Other functions
which have been used in this work are the maximum and min-
imum operators, as well as the geometric and harmonic mean,
formally defined as shown in Eqs. (4) to (8).

m(X) = min xi (4)

M(X) = max xi (5)

A(X) =
∑n

i=1 xi
n

(6)

G(X) = n

√ n∏
i=1

xi (7)

H(X) =
n∑n
i=1

1
xi

(8)

The fusion of hyperspectral swaths is performed on the GPU
using OpenGL’s compute shaders (Fig. 3). Therefore, the build-
ing of the orthomosaic is rapidly solved, obtaining the result
depicted in Fig. 2. Note that the workflow is split into several
stages according to the definition of penalty functions, with the
complete procedure being iterated for each hyperspectral layer
and orthomosaic. Firstly, aggregations are computed per hyper-
spectral layer and stored in a Shader Storage Buffer Object (SSBO).
Some of these aggregations are solved per stage, e.g., max and
min functions, while mean operators are only partially solved as
they require a final division. Nevertheless, this calculation can be
performed in the following distance-measuring stages. Therefore,
images are iterated again to compute local penalty functions (P),
whose error is accumulated per aggregation operator, once again,
in an SSBO. The last stage is aimed at selecting the operator ob-
taining the lowest dissimilarity (Fig. 4) to build the orthomosaic
with the corresponding aggregation result.

For optimization purposes, hyperspectral images are repre-
sented as buffers composed of uint8_t values as a rendering-
based discretization of the starting reflectance interval. On the
other hand, aggregation buffers are scaled to uint, as some op-
erators require the sum and product of reflectance samples from
different swaths. Also, this procedure is performed on every hy-
perspectral layer since the selected aggregations may vary among
them. Finally, penalty functions are implemented as subroutines,
and therefore they can be easily exchanged.
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Fig. 3. Overview of the aggregation procedure in the GPU.

Fig. 4. Point cloud rendered according to the selected aggregation operator for
red (a) and green (b) wavelengths. Non-overlapped areas use the first operator
(maximum).

3.3. Mapping of hyperspectral orthomosaics

Once hyperspectral orthomosaics are built, they can be pro-
ected into a point cloud where both structures are positioned in
271
a common coordinate system, e.g., UTM. In this work, the pro-
jection is achieved using an RGB point cloud generated through
SfM. Due to the limited resolution of hyperspectral imagery,
dense RGB point clouds may obtain interpolated, though inac-
curate, hyperspectral samples. Therefore, the point cloud vox-
elization is approached in 2.5D by generating a heightfield whose
dimensionality is defined according to the hyperspectral res-
olution. The flight was planned to acquire nadir images and
accordingly, occlusion is intrinsically taken into account with
this approach, rather than using oblique directions. Otherwise,
voxelization ought to be performed in 3D. Fig. 6 depicts the
heightfield of an RGB point cloud rendered with uniform color.

Points are processed in the GPU using both their height and
indices within a point cloud batch. The selection of the highest
point is implemented as an atomic block using uint64_t values.
The first 32 bits represent their height (h), whereas the least
ignificant bits store their index. Although h ∈ R, it can be
ransformed into h ∈ N with floatBitsToInt using its bit-
level representation. Hence, the atomicMax operator selects the
highest point while it also carries the index.

The result of this stage is a buffer of 3D points visible from hy-
perspectral swaths. Therefore, large RGB point clouds are down-
sampled depending on the hyperspectral resolution. With a
resolution of 0.067 m, a point cloud of 330M points was reduced
to 17,5M points. From this stage, a hyperspectral point cloud
can be straightforwardly computed once hyperspectral layers are
transferred as textures that can be sampled in the GPU. The
UTM coordinates of each 3D point, originally positioned in a local
coordinate system, are calculated according to the point cloud’s
UTM offset. Hence, the size of the RGB point cloud is significantly
reduced as some points may fall outside the hyperspectral ac-
quisition area. This scenario can be either identified by texture
coordinates out of range (u, v < 0 or u, v > 1) or invalid colors
sampled from the hyperspectral orthomosaic. Also, the computed
orthomosaic is stored as a rectangular texture, and therefore, the
background can be marked using the alpha channel.

The main drawback of this approach is the large size of hyper-
spectral point clouds in environments with low memory capacity,
such as the GPU hardware. For the case study of an RGB point
cloud of 330M points, the hyperspectral mapping can be repre-
sented using 270 layers of 17,5M voxels, i.e., visible points, stored
as uint8_t (grayscale color). Even with a reduced memory foot-
print for colors, this approach represents 4.4 GB. Therefore, the
following subsection is aimed at handling this drawback.

3.4. Hyperspectral data compression

The compression and reduction of hyperspectral datasets have
been widely studied, either for storage optimization [46,47] or
enhancing Machine Learning pipelines by reducing the number
of features (wavelengths) [48]. The hypercube is characterized
by a discrete sampling of a wide wavelength range, either with
a constant or varying sampling frequency. Although it shows
significant changes throughout the complete spectral range, lay-
ers can be significantly compressed when reflectance values are
discretized in

[
0, 28

[
, as occurs for rendering applications.

In this work, the hyperspectral point cloud is compressed
using a stack-based representation, as proposed by Graciano
et al. [49], thus exploiting the similarity of surrounding layers in
the Y -axis, i.e., reflectance (Fig. 5). There exist other lossless data
compression algorithms for hypercubes, though their rendering
and data recovery are not as straightforward as for a stack-based
representation. Accordingly, the CSDS-123 [46,47] is a standard
algorithm to reduce the size of multispectral and hyperspectral
data used in onboard satellites and military drones. Also, it has
been previously accelerated in the GPU [50], although is not
aimed at providing a readable structure for rendering purposes.



A. López, J.M. Jurado, J.R. Jiménez-Pérez et al. Computers & Graphics 106 (2022) 267–276

p
f
b
n
b
t
l
p
b

h
t
b
t
c
a
P
V
c
b
s
t
c

b
e
I
d
o
t
s
p
t
O
o
m

i
c

a
t
i
a
s
p
F
b
(

Fig. 5. Stack-based representation for a hypercube of depth 2. For the compact
buffer, only the first column is considered.

Fig. 6. 2.5D voxelization of an RGB point cloud.

With the stack-based approach, the heightfield is first com-
osed of n voxels, determined by the number of visible points
rom nadir acquisition points. Then, the hypercube is compacted
y linking layers storing both the spectral response (1 byte), the
umber of consecutive layers with such hyperspectral value (2
ytes, as the number of layers may exceed 28) and the index of
he following layer representation (uint). Therefore, the compact
ayer buffer is approached using uint64_t values split into re-
eats (16 bits), following index (32 bits) and color (rest of bits, 16
its).
Despite this data structure allowing the compression of the

ypercube, its value encoding presents a larger memory alloca-
ion than a voxel grid (8 bits, in comparison with layers of 64
its). Therefore, a significant compression must be achieved to
ackle a higher element-wise memory allocation. It achieves high
ompression rates both on the studied dataset and publicly avail-
ble hyperspectral images [51], such as the Pavia Centre (92.13%),
avia University (92.19%), Kennedy Space Center (95.43%), Salinas
alley (96.39%) or Cuprite (96.41%) datasets. However, large point
louds cannot be stored in a single SSBO. Therefore, they must
e split into several batches, whose size depends on the data
tructure representation, the maximum number of layers and
he allocatable memory. Accordingly, current and previous pro-
esses must be performed per batch. Although the cited structure
272
achieves a significant compression, the batch dimension is calcu-
lated prior to compression and therefore is defined according to
a hypercube whose contiguous layers do not overlap their values.

3.5. Point cloud rendering

The visualization of hyperspectral point clouds is relevant for
analyzing further details on the surveyed scenarios. However,
point clouds may not be appropriate for these purposes due to
their gaps when the point density is not high enough. Further-
more, large point clouds harden their traversal and visualization
due to low frame rates. Regarding OpenGL rendering, the stan-
dard method is to use GL_POINTS primitive. However, it has
een shown that compute shaders are capable of significantly
nhancing the frame rate by avoiding a fixed rendering pipeline.
nstead, the points are projected into an image buffer and rapidly
iscarded when they lie outside the viewport. Additionally, the
rdering of the point buffer also has a considerable impact on
he frame rate due to load balancing. Therefore, the widespread
orting based on Morton codes [52] can also be applied to this
roblem, though it must be shuffled in small batches to ensure
hat the load is uniformly distributed among the GPU threads.
therwise, writing operations may be unbalanced on a small set
f threads if the buffer is completely ordered, as the outcome
ost likely depend on spatial ordering.
Based on the work of Schütz et al. [53], the following pipeline

s implemented for rendering both RGB and hyperspectral point
louds:

1. A depth buffer with the viewport dimensions is computed
using the current point cloud subdivision. Similar to previ-
ous processes, the point depth is encoded along with the
point index (64 bits). Therefore, the atomic minimum se-
lects the minimum depth. However, this approach leads to
a noisy-like rendering for sparse point clouds (Fig. 7). The
depth of a pixel is modified according to its surrounding
pixels. The minimum depth within an area can be com-
puted using modern OpenGL extensions. Data is exchanged
within thread groups whose points fall in the same pixel
using shuffleNV and ballotThreadNV operators. Then,
shuffleXorNV is used to select the minimum value for
each bit, thus computing the minimum depth within a
pixel neighborhood.

2. Colors are iteratively accumulated. Note that multiple point
cloud subdivisions may aggregate data. Therefore, accumu-
lations are here implemented as atomic additions, whereas
(red, green) and (blue, alpha (α)) channels are encoded as
two different buffers with values of 64 bits. Hence, the
alpha channel is also used for accounting for the number of
visible points at each pixel. The same rendering pipeline is
applied to both RGB and hyperspectral point clouds, though
the second one solely accumulates data in (blue, alpha)
buffer.

3. Accumulated colors are finally transformed by averaging
the mean value for each channel. Pixels with α← 0 obtain
the background color.

As a result of the described compression data structure, colors
re retrieved by traversing stacks, considering the target layer and
he number of repeats per stack layer. Hence, the main concern
s the frame rate for the last stacks. Despite the data structure
chieving a significant compression, the iterative traversal repre-
ents a time-consuming task in OpenGL’s shaders. To tackle this
roblem, images are iteratively constructed in a few frames (see
ig. 8), thus reducing the load of single frames, whereas the user
arely notices the iterative process. To this end, a noise buffer
N ∈ Nk,N ∈

[
0, n

[
) is built once to determine which
i points
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Fig. 7. Rendering of RGB (a, b) and green wavelength (c) point clouds with visualization optimizations (b, c) and naive compute shader approach (a).
Fig. 8. Iterative rendering of a hyperspectral point cloud during several frames, using 10k points per frame.
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points are rendered in every frame. The buffer can be shifted in
subsequent frames, allowing to render every visible point and
converging on the result of the normal pipeline. The number of
frames to achieve such a convergence depends on buffer length,
i.e., k.

4. Results

We have evaluated the proposed method through its per-
formance in the GPU. To this end, point clouds and images of
different dimensions are used throughout this section. Initially,
hyperspectral imagery has dimensions of 640 × 2000, whereas
each pixel contains 270 bands. However, the correction process
outputs hyperspectral images resized to place swaths within the
RGB orthomosaic. The baseline point cloud is generated with two
different densities: 150M and 330M, though other subsampled
point clouds are generated for the evaluation. Due to the lack
of previous work regarding the efficient generation of 3D hyper-
spectral point clouds, we focus this section on the performance
of individual stages, from the generation of hyperspectral ortho-
mosaics to data compression and rendering. The reported results
are obtained as the average from five different executions.

Measurements were performed on a PC with Intel Core i7-
7700 3.6 GHz, 16 GB RAM, GTX 1070 GPU with 8 GB VRAM (Pascal
architecture), Windows 10 OS. The proposed methodology is im-
plemented in C++ 17 along with OpenGL (Open Graphics Library).
Massively parallel processes are developed in GLSL (OpenGL
Shading Language) using general-purpose compute shaders,
whereas CPU-based methods are accelerated using the OpenMP
(Open Multi-Processing) library for those stages that can be
parallelized.

4.1. Data acquisition

This work has been evaluated over imagery obtained from a
UAV hexacopter (DJI Matrice 600 Pro (M600)) carrying a Head-
wall’s Nano-Hyperspec sensor. The stability of such a sensor is
ensured by a Ronin-MX gimbal, in order to reduce distortions
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during the push-broom data acquisition process. The used lens
presents a focal length of 12 mm, whereas its horizontal field of
view is 21.1◦. The acquired lines of pixels have a resolution of
640 × 2000 pixels with 270 spectral bands, ranging from 400 to
000 nm. The sampling interval is 2.2 nm, though it increases
o 6 nm at half-maximum. The UAV is also equipped with five
lobal positioning antennas, where only two, mounted in the
rms, are aimed at positioning the hyperspectral data. An Inertial
easurement Unit (IMU) is also used to account for yaw, roll and
itch angles. On the other hand, RGB imagery was captured using
DJI Phantom 4 quadcopter and a CMOS camera with a 2.8 mm
ptical lens and 12.4 MP.
Regarding flight planning, the Universal Ground Control Sta-

ion (SPH Engineering, Riga, Latvia) was used for the M600 UAV.
yperspectral swaths were collected with 40% side overlap at
n altitude of 100 m, thus acquiring 6 different hyperspectral
trips. The second UAV was managed using The DroneDeploy
DroneDeploy, San Francisco, CA, USA), acquiring 324 RGB images
t 3.4 cm spatial resolution, with 90% track overlap and 75%
ide overlap, speed of 6 m/s and altitude of 80 m from take-off
osition.
The study area is located at the University of Trás-os-Montes

Alto Douro campus, covering 4 hectares. The altitude is 500 m,
hough it varies up to 30 m in the acquired area. Ground Control
oints (GCPs) were uniformly distributed in this area to provide
igh positional accuracy in contrast to the UAV’s GNSS receiver.
herefore, imagery is geolocated using five GCPs consisting of
ircular targets with a diameter of 0.5 m. Besides GCPs, control
oints (CP) are also used to assess the quality of the results. Both
CPs and CPs were measured with a GNSS receiver based on the
M06/ETRS89 coordinate system.
RGB imagery is processed using Pix4DMapper Pro software

Pix4D, Lausanne, Switzerland) to generate high-resolution point
louds through SfM. Firstly, a bundle adjustment is performed
ased on the images’ geographic coordinates acquired by the
AV GNSS receiver and those matching points identified among
everal images. Therefore, internal and external camera parame-
ers are also estimated in this stage. The process is enhanced by
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Fig. 9. Response time in milliseconds for the GPU-based approach, stacked per aggregation stage, whereas (b) compares the performance of both CPU and GPU-based
methods.
Fig. 10. Performance of 2.5D voxelization for three different point clouds. Dotted
lines show the results of the CPU-based approach, while solid lines represent
the GPU-accelerated one.

marking the cited GCPs. Then, a dense point cloud is generated
using the highest density configuration.

4.2. Performance analysis

Individual stages of the proposed methodology are evaluated
in this section to show the performance of the overall proce-
dure. Firstly, hyperspectral images are aggregated to compute
a hyperspectral orthomosaic. Despite their low resolution, the
matching procedure outputs a larger image to fit the RGB ortho-
mosaic. Hence, we have assessed the response time for different
image resolutions by scaling it with factors below and above
one. As shown in Fig. 9, the response time is low even for
upscaled imagery (2x, 4x), though this process must be repeated
once per hyperspectral layer. Thus, the aggregation is solved in
130 ms per layer using the starting resolution, whereas the half-
size configuration achieves a significant speedup (74.69%). The
aggregation stage is the main bottleneck, as it implies multiple
operators to be calculated for each pixel. Accordingly, allocation
and reading phases also increment their response time due to
the buffer length. Regarding the CPU versus GPU comparison,
the use of massively parallel algorithms is justified yet for low-
dimensionality imagery. For the starting resolution, the speedup
of GPU version is 92.54%.

Once the hyperspectral orthomosaic is generated, the point
cloud is voxelized in 2.5D to retrieve visible points according to
their height within a voxel. Hence, Fig. 10 shows the response
time for building heightfields of point clouds with different di-
mensionality. Also, the resolution varies from 0.02 m to 2 m,
including the default hyperspectral resolution (0.067 m). Mea-
surements correspond both to the allocation stage and the pro-

cedure itself. Despite the large size of the input point clouds, the
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Fig. 11. Response time in seconds to build a hyperspectral point cloud with 270
layers.

voxelization is efficiently solved in the GPU using a single atomic
operation for points that lie in a voxel. Thus, the voxelization
is solved in 500 ms for the whole interval since the processing
task is performed for each point regardless of the resolution. In
contrast to the GPU approach, CPU version increases the response
time by up to 96.66% (330M).

Projection and compression are then performed consider-
ing the visible points and the previously stitched orthomosaic
(Fig. 11). Therefore, the response time for building a hyperspec-
tral point cloud while compressing layers is here reported. To
this end, we launched this procedure using four point clouds
of increasing size, from 15M to 330M. The heightfield is built
according to the GSD resolution, whereas the compression rate
varies from 70% (15M) to 90% (330M). Note that larger point
clouds increase the compression rate as they enhance the overall
density and increase the number of points, from where a sig-
nificant amount presents no variation throughout the hypercube
(e.g., shadowed areas). The response time ranges from 5 s for the
first point cloud (15M points) to 80 s for 330M points. Hence,
the first point cloud is compressed by iterating through a few
point cloud subdivisions, whereas the last one requires over fifty
subdivisions. Hyperspectral images were iteratively used for each
subdivision, though its transferring time is mitigated by building
a large buffer composed of the whole set of layers instead of
uploading each one multiple times. Therefore, the initial delay is
significantly higher, though it provides a speedup in comparison
with a continuous data stream to the GPU. The speedup of
GPU-based approaches in contrast to CPU is considerably higher
during this procedure, as a result of multiple iterative phases.
Accordingly, the speedup ranges from 96.59% (15M) to 99.35%
(330M).

Finally, the frame rate for rendering the hyperspectral point
cloud is shown in Fig. 12. Two point clouds of dimensional-
ity 150M and 330M are here used, whereas the target layer
is iteratively increased for each new frame. Furthermore, two
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Fig. 12. Frame rate for rendering hyperspectral point clouds with increasing
arget layer, where activations refer to the number of different points rendered
er frame.

onfigurations are proposed concerning the number of rendered
oints per frame. As depicted, the main drawback of data com-
ression is the traversal of the data structure to restore the
riginal data, since higher target layers also imply higher delay
hile traversing the stacks. However, reducing the number of
endered points per frame alleviates the frame load, while the
omplete scenario is generated in a reduced time. On the other
and, the number of point cloud subdivisions also worsens the
erformance since it increases the number of compute shader
xecutions. Consequently, point clouds of higher dimensionality
resent worse performance even for the first layers.

. Conclusions

In this work, we have proposed a method for the efficient
eneration of hyperspectral point clouds. To this end, multiple
yperspectral swaths acquired by aerial surveys were firstly fused
sing penalty and aggregation functions to provide accurate spec-
ral signatures. Also, the hyperspectral point cloud was built from
dense RGB point cloud, considering the hyperspectral resolu-

ion. Throughout this process, the point cloud was compressed
ccording to a stack-based structure that takes advantage of the
igh repeatability of reflectance represented with 8 bits. Finally,
he visualization of point clouds was enhanced using modern
penGL extensions to avoid gaps in sparse point clouds. The ren-
ering pipeline was fused with the compression data structure for
he visualization of individual hyperspectral layers. Besides the
eneration of hyperspectral point clouds, the complete pipeline
as implemented in the GPU, thus significantly reducing its re-
ponse time. Accordingly, the speedup of every stage was shown
o be over 90%, even for point clouds with lower size (e.g., 15M
oints).
In future work, we would like to enhance the rendering

ipeline using the compression data structure to reduce the
elay derived from traversing the stack in compute shaders.
urthermore, the hypercube compression can be enhanced by
ggregating horizontal and vertical features, whereas GPU buffers
an be further compacted to reduce the number of point cloud
ubdivisions and memory allocation of the data structure.
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