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A B S T R A C T

3D point clouds have a significant impact on a wide range of applications, although their acquisition is
frequently conditioned by the occlusion of the objects in the scene. To address this problem, this paper describes
an approach for optimizing LiDAR (Light Detection and Ranging) surveys using metaheuristics such as local
searches and genetic algorithms. The method generates a set of optimal scanning locations to densely cover
the real-world environment represented through 3D synthetic models. Compared to previous research, this
paper handles 3D occlusion by varying the height of the sensor. Also, previously used metrics are compressed
into three functions to avoid multi-objective optimization. Regarding performance, a LiDAR scanning solution
based on GPU (Graphics Processing Unit) hardware is used. Several tests were conducted to show that the
combination of local searches and genetic algorithms generates a reduced set of locations capable of optimizing
the scanning of buildings.
1. Introduction

3D imaging technology is widely used in the construction indus-
try for the tracking of building progress by enabling the acquisition
of the environment geometry in a precise and highly detailed way.
Instead of polygonal meshes, a discretized representation is given by
point clouds. To achieve this goal, Terrestrial Laser Scanning (TLS) is
increasingly being used to collect large sets of building data [1]. This
technology can be applied to a wide range of applications, including
building inspections [2], monitoring of natural environments (landform
dynamics [3], ecological resilience [4], etc.), autonomous driving [5]
and preservation of cultural heritage [6–8], among others. Besides
terrestrial scanners, LiDAR (Light Detection and Ranging) technology
presents multiple variants according to their capabilities (range, spatial
resolution and covering, etc.) and the platform from which they are
operated (Airborne (ALS), Backpack-mounted (BMLS), Mobile Mapping
Systems (MMS), Terrestrial (TLS), Satellite (SLS), etc.) [9,10].

Some of the main challenges of TLS in the surveying of 3D facilities
are the occlusion and range limitations [11]. Consequently, appropri-
ate planning of TLS scans is necessary in order to (1) minimize the
number of acquisition points, (2) generate a uniformly dense point
cloud, and (3) reduce the occlusion from scene objects. These three
objectives are equally influenced by the configuration and placement
of the scanner. On the other hand, periodic scanning and monitoring
of buildings are especially relevant for digitized representations, such
as the widely known Building Information Modelling (BIM) [12]. They
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encode characteristics of a building, including 3D design drawings,
materials, costs and safety specifications [13], and provide an interface
for the management of 4D applications. Together with TLS, it allows
the monitoring of continuously evolving buildings to preserve cultural
heritage, track its current state and maintain repair records [7,8,14,15].
However, the monitoring of buildings over time is time-consuming, es-
pecially in dynamic environments. Also, TLS surveys generate multiple
point clouds that need to be fused either by placing target marks [16]
or by estimating the rigid transformation that minimizes the distance
among overlapping point clouds. In order to speed up this acquisition
task, the development of tools for the planning of TLS surveys plays a
key role.

In the last few years, scanning on mobile platforms has arisen as an
alternative to TLS. Mobile Laser Systems (MLS) reduce the acquisition
time while still covering large areas [17]. However, the main draw-
backs are the need of determining a path to appropriately survey the
environment, the occlusion in complex environments as well as their
low spatial density [18]. Moreover, operating a LiDAR from a mobile
platform requires further optimizations to compute the optimal set-up
regarding positioning [19].

We propose a methodology that solves the NP-complete problem
of finding the best n-positions for TLS in 3D environments so that the
scene coverage and the uniformity of the point cloud are optimized.
This problem is assessed over 3D triangle meshes from BIM projects,
consisting of one or multiple floors. For each one of these, multiple
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positions (M) are uniformly sampled and enhanced using a spatial
search according to an objective function. For that purpose, the neigh-
bourhood is discretized and explored through minor translation vectors.
Once the set M is improved (𝐾), a Genetic Algorithm is used over K in
rder to find the best combination of n points, 𝑁 ⊆ 𝐾, by evaluating
everal quality metrics. These metrics are computed from GPU-based
iDAR simulations described in previous work [20]. The latency of the
verall methodology is reduced by taking advantage of GPU (Graphics
rocessing Unit) and multi-core CPU algorithms. Furthermore, modern
ata structures allow using highly detailed scenarios from BIM projects,
nd yet solve the optimization with low latency.

. Related work

To the best of our knowledge, this is the first paper that investigates
he optimization of LiDAR surveys within 3D environments by combin-
ng spatial searches, genetic algorithms (GA) and GPGPU computing
General Purpose Computing on Graphics Processing Unit).

.1. Planning for scanning

The Planning for Scanning (P4S) has previously been addressed
sing a wide range of environments and techniques. If the number
f target locations is known, then the selection of an optimum set is
lso known as the NP-complete set-coverage problem [11,21–23]. Pre-
ious research can be categorized according to the input environment,
hether it is known (model-based) or not (non-model-based). The latter

s mainly applied to robotic applications whose environment is un-
nown [24]. Otherwise, input scenarios are either defined as 2D or 3D
odels, with 2D representations being cross-sections of buildings [25].
hese 2D-based solutions present lower computational complexity and
re frequently solved following an iterative selection of viewpoints
Next Best View; NBV) or guided by heuristic algorithms [26]. The main
rawback of these algorithms is that they do not consider the details
nderneath complex buildings. Instead, they are focused on 2D sketches
omposed of wall edges. 3D-based approaches are far more complex
nd guided by metrics that allow filtering and ordering space locations.
espite this, the exploration of 3D buildings is also approached with
euristics and NBV. However, the high latency frequently leads to
cene simplifications, such as those based on voxelizations [27], Axis-
ligned Bounding Boxes (AABB) and Object-Oriented Bounding Boxes

OOBB) [28]. 2.5D models, such as Digital Surface Models (DSM), have
lso been investigated similarly to 2D environments [29].

.2. Metaheuristics

Heuristics are the most frequent solver in P4S. Although they do
ot provide optimal solutions, they are proven good enough to cover
nvironments with minimum scanning locations. Among heuristics,
he Greedy algorithm has been extensively investigated [11,25,30,31],
ollowed by Simulated Annealing (SA) [32,33], Genetic Algorithms
GA) [32,34], Particle Swarm Optimization [34] and Integer Program-
ing [27]. Greedy algorithms are based on the iterative selection of

ocations, according to an objective function. Other Greedy variations
eight the locations using a visibility score [34], are followed by
A [32], or optimized with Divide and Conquer (D&C) [30]. Instead
f providing an automatic pipeline, Ahn and Wohn [35] proposed an
nteractive semi-automatic system.

Heuristic solvers are guided by objective functions measuring the
uality of achieved solutions. To evaluate this, four metrics are fre-
uently used in previous work [26,28]: Level of Detail (LOD), Level of
ccuracy (LOA), Level of Overlap (LOO) and Level of Coverage (LOC).
OD refers to the point cloud resolution, LOA measures the quality of
iDAR returns, as higher distances and angles deteriorate the quality of
he measurements [11,26], LOO refers to the overlapping area among
2

point clouds so that TLS scans can be joined with rigid transforma-
tion estimations, e.g., Iterative Closest Point (ICP), and LOC refers to
the number of polygons reached by scans. Thus, the optimization is
constrained to limitations concerning range and angles.

Research on heuristics concerning 3D solutions is also frequent in
the literature, though they are mostly linked to path planning [36]
and the selection of subsets [36–38]. However, the number of scans
for P4S to meet the required quality is uncertain in an infinite 3D
space. The set of possible solutions is narrowed either by selecting
random locations [33] or sampling the environment as a 2D grid [25,
29,34]. For uniform subdivisions, the level of detail of the tessellation
is a key factor with regard to response time. Coarse subdivisions
present lower latency, though they are prone to yield far from optimal
solutions. Starek et al. [29] enhances initial locations by applying
minor translations while assessing their quality through an objective
function, whereas Soudarissanane and Lindenbergh [11] improves the
sampling by increasing the grid subdivisions, at the expense of higher
response time. For 3D locations, Starek et al. [29] describes a simulat-
ing annealing procedure to transform uniformly sampled points into a
surrounding location that improves the covering metric. Kim and Park
[19] finds the optimum LiDAR position over an autonomous vehicle
through a Genetic Algorithm (GA). For that purpose, this work utilizes
the specifications of commercial LiDARs to compute the occupancy grid
of sensor locations, defined as a discretized 360◦ map represented by
several views acquiring the coverage region and dead zones. Beyond
theoretical/simulation approaches, multiple studies focus on evaluating
the set-up of several sensors, concerning height, angles and location in
autonomous driving [39–41].

Once locations are locally optimized, they are processed as a clas-
sic set-coverage problem [11]. Recent research has solved this prob-
lem through GA approaches with different operators and configura-
tions [22,23,42], though local searches [21] and other nature-inspired
heuristics [38] are also reviewed. Despite heuristics being allowed to
solve hard problems with optimal or nearly optimal solutions, they
pose a challenge in terms of response time. Previous studies regarding
P4S require days and hours to determine the optimal scan configu-
ration for fine-grained grid subdivisions over 3D environments. Even
2D-based approaches suffer from high latency [25] whether they are
implemented sequentially. Thus, multi-core and GPU-based algorithms
offer a huge improvement in the response time, reducing it to a few
seconds or minutes [25,37,42].

2.3. LiDAR simulation

Regarding previous work on LiDAR simulation, it covers a wide
range of applications, from the design, validation, and calibration of
LiDAR sensors [43,44] to the optimization of scanning processes [45–
47]. Other studies focus on developing physically accurate LiDAR sen-
sors by modelling multiple returns, beam scattering, surface properties
or transmission medium [20,48–55]. Although LiDAR simulations are
aimed at being realistic, they also involve stochastic features that are
not relevant for finding optimal locations. Hence, this work evaluates
the quality of a deterministic LiDAR by simplifying the simulation
of López et al. [20]. Regarding efficiency, only a few studies are
developed as high-performance solutions [20,56] capable of solving
multiple dense simulations rapidly.

In conclusion, the main drawbacks observed in previous P4S work
are (1) the widespread use of greedy algorithms to determine candidate
scans, (2) the simplification of input scenarios to speed-up solutions, (3)
objective functions based on non-smoothed thresholds (range, angle,
etc.) and (4) the lack of parallel algorithms to solve both the simulation
and the optimization. Consequently, the main contribution of this
work is the planning of TLS surveys to reduce surface occlusion and
generate dense point clouds by parallelizing the pipeline in the GPU.
Objective functions are defined with smoothed boundaries, rather than
thresholds, that score the fitness of individual scans, thus taking into

account the LOA and LOD metrics. Also, candidate solutions are locally
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Fig. 1. Overview of the methodology of this work. The first stage is the pre-processing of input scenes from BIM projects. Then, a set of solutions is initialized and enhanced using
a spatial search. Finally, a genetic algorithm is applied over the previous solutions to select the best-k that maximizes the proposed metrics. Finally, the selection is enhanced to
guarantee the required overlap.
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enhanced to avoid large space subdivisions. The optimal set of locations
is computed using Genetic Algorithms, while implicitly minimizing the
number of scans thanks to the objective function. The solution is further
refined to guarantee the overlapping of individual scans using a Greedy
approach. Our algorithm is evaluated with large CAD scenarios from
BIM projects authored by Autodesk Revit®. As a result, this work is
able to provide a near-optimal set of points for building monitoring
efficiently. To this end, sensor configurations given by commercial
devices are proven effective to perform the optimization, rather than
defining fixed and non-intuitive thresholds.

This paper is structured as follows. The environment modelling is
first described. Then, we present our optimization approach and imple-
mentation details. The results of the described methods are discussed
in Section 4 to present the best configuration. Finally, the conclusions
of this work are summarized in Section 5.

3. Material and methods

The details of the proposed algorithm are presented in this section,
from input scenarios to the scan planning. The simulation within this
work is based on previous work, and thus we refer the reader to López
et al. [20] for further details. An overview of the proposed pipeline is
shown in Fig. 1.

3.1. Environments

Input scenarios are triangle meshes composed of one or more floors
and extracted from publicly available BIM projects. Scenes do not fit
any standard and their geometry is initially unknown. As such, they are
composed of polygons of varying size, with the largest triangles being
part of the floor, walls and ceilings, whereas more dense geometry
is found in furniture. The optimal scan configuration ought to cover
as many polygons as possible. Hence, dealing with surfaces of similar
size would greatly benefit the planning algorithm. To this end, the
triangle mesh can be subdivided, despite perfect uniformity being not
approachable due to GPU memory limitations and highly detailed
items. Following this approach, triangles are recursively subdivided
until their area is under a tolerance threshold.

Several approaches are effective to subdivide polygons, although
some of them yield aesthetic results (see Fig. 2). Whether the edge to
be split is selected randomly, the triangle can be subdivided into large
triangles that degenerate into segments, thus causing missed collisions
for a ray-casting LiDAR. Therefore, segment-like shapes along with
precision error derived from the use of floating-point data may lead
to the loss of LiDAR returns. Instead, we split the longest edge within
each triangle, thereby generating triangles with uniform edge lengths.
3

o

Fig. 2. Two different triangle subdivisions over the same scene. (a) Triangles subdi-
vided by iterating through the edge to be split, and (b) triangles subdivided with the
proposed method.

Regarding the indexing of input scenes, we build the Boundary
Volume Hierarchy (BVH) using the GPU hardware to speed up spatial
queries. Most of the previous research in LiDAR simulators solves the
ray-casting problem in the image space through z-buffers, i.e., depth
buffers. Similarly to colour representation in OpenGL’s buffers, depth-
buffers store the distance of the nearest object visible for each pixel
using values in [0, 255]. With this approach, LiDAR simulations are

assively parallelized but also lack precision. On the other hand, an
fficient solution to the ray-casting challenge requires an optimized
ata structure, such as the BVH. It is a binary tree that is popular
mong ray-tracing applications since it allows discarding a significant
umber of polygons during the tree traversal. Thus, it copes with the
anagement of large triangle meshes and notable amounts of cast rays.

Building a BVH as well as solving spatial queries present high
atency when performed sequentially. To avoid this, we generated the
VH using the massively parallel method proposed by Meister and
ittner [57]. This work builds it on the GPU using OpenGL’s compute
haders, by sorting primitives according to their Morton codes and
erging them up to the tree root. As a result, triangle meshes of up

o several millions of triangles are organized in a BVH with a latency
n the magnitude of milliseconds. Finally, the BVH traversal is also
ccelerated by making several threads work in parallel to solve the
ollisions of LiDAR rays.

.2. Solution encoding

Candidate solutions for genetic algorithms are encoded as a buffer

f binary values indicating which minimal set of LiDAR positions
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Fig. 3. Binary encoding of active LiDAR solutions for a genetic algorithm.

epresents an optimal set-up to cover the scene. Each binary value
s defined as an activation value for a LiDAR scan. Firstly, positions
re uniformly or randomly sampled along the selected building floor.
hen, they are optimized by measuring the effect in the metrics of
mall spatial moves. Once evaluated, the genetic algorithm is aimed
t activating the minimum number of positions while maximizing the
cenario coverage of a LiDAR point cloud.

Consequently, initial solutions are stored as x, y and z coordinates,
while the solutions of the genetic algorithm are encoded as a vector
of binary values [𝑏0, 𝑏1, 𝑏2,… , 𝑏𝑘−1], with 𝑏𝑖 ∈ {0, 1} and 𝑘 defined
as the number of solutions generated by the previous spatial search.
Despite the fact that activating 𝑘 solutions provides the most complete
scan, the genetic algorithm is expected to activate fewer locations.
Fig. 3 shows the proposed solution encoding. Although binary values
can be represented by Boolean values in the CPU, this data type is
not uniformly represented in CPU and GPU hardware concerning data
size, thus hardening data transfers. In our solution, Boolean values are
expressed through the minimal integer encoding in the GPU hardware,
given by the uint8_t data type from GLSL’s GL_NV_gpu_shader5
extension (OpenGL Shading Language). Representations with a lower
GPU memory footprint are indeed possible through bit-level encoding,
at expense of more intricate operations for index access. Moreover, the
scenarios evaluated in Section Results and discussion achieve only a
few MBs in the worst case.

3.3. Metrics

The goal of a fitness function is to evaluate the quality of candidate
solutions and allow the optimization method to improve solutions and
discern which are the best for a specific configuration.

3.3.1. Level of accuracy, coverage and resolution
Solutions to this optimization problem are given by n different

positions within a scene level. Three metrics are considered to evaluate
the fitness of a solution. First, the number of scanned polygons provides
a raw measure regarding the coverage of the scene geometry (𝐹1;
LOC). Also, polygons should be scanned with multiple points uniformly
distributed (𝐹2; LOD, LOA, LOC). Finally, TLS scans should reach a
minimum overlap factor that guarantees they can be joined during
post-processing (𝐹3; LOO). The first metric is easily solved by counting
ifferent intersected polygons. On the other hand, the uniformity mea-
urement of a point cloud requires more intricate algorithms. Instead
f providing the aimed resolution as a parameter, it is automatically
omputed as part of pre-processing. Thus, polygons are assigned a
early optimal average distance between uniform points. To this end,
e consider the parametric equation of a triangle and randomly sample
and v variables with a uniform distribution. Therefore, setups whose
ean distance is higher than the reference mean distance for a polygon
4

re evaluated with a worse fitness value. As a result, point clouds
Fig. 4. Average distance (𝜇) of every sampled point with the rest of the points.
From left to right, and from top to bottom: uniform grid distribution, uniform
random sampling of 𝑢 and 𝑣, random distribution, QMC random distribution, random
istribution only for a part of the triangle and three points uniformly scattered. Note
hat the QMC distribution is used as the reference for our 𝐹2 metric.

hat cover a polygon with a few points are heavily penalized (Fig. 4).
he QMC (Quasi-Monte Carlo) sampler approximates better what is
xpected as the output of a LiDAR scan while the average point distance
s similar to the uniform grid sampling.

The described fitness metrics allow enhancing a given position,
hereby orienting it towards better locations. Despite being described
or a single scan, it can be applied to several of them. Nevertheless,
oint cloud uniformity and accuracy are preferred over coverage to
nhance a single location. On the other hand, the selection of a subset
f positions is better guided by the surface coverage. Despite this,
oth metrics are considered during optimization, with secondary fitness
unctions working as untying operators. Therefore, both metrics are
efined as follows whether we aim to evaluate a set of solutions, K
Eqs. (1) and (2)). Individual solutions present a buffer of collided

triangles, T, where each triangle is reached by a set of points (P). The
set of unique triangle indices which were collided is here denoted by
L, whereas the whole set of scene triangles is S.

𝐹1 =
|𝑆|
∑

𝑠=1
1[𝑡𝑠 ∈ {𝐿1, 𝐿2,… , 𝐿𝑘}] (1)

𝐹2 =
|𝐾|

∑

𝑘=1

⎛

⎜

⎜

⎜

⎜

|𝑆|
∑

𝑠=1
𝑑𝑜𝑝𝑡𝑖𝑚𝑎𝑙𝑠 −

|𝐿𝑘|
∑

𝑙=1
𝑑𝑜𝑝𝑡𝑖𝑚𝑎𝑙𝑙+
⎝
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Fig. 5. 𝐹1 and 𝐹2 results obtained by uniformly sampling a 3D environment. The first
image depicts the results of 𝐹2 as proposed. The second image omits the second sum
term, i.e., does not remove the default distance of collided polygons.

+
|𝑇𝑘|
∑

𝑡=1

⎛

⎜

⎜

⎜

⎜

⎝

∑
|𝑃𝑡|
𝑖=1

∑
|𝑃𝑡 |
𝑗=1 𝑑

2(𝑝𝑖 ,𝑝𝑗 )

𝑚𝑎𝑥(|𝑃𝑡|−1,1)
⋅ (2 − |�̂�𝑡𝑘 ⋅

̂(

𝑟𝑜 − 𝑝𝑖
)

|)

𝑚𝑎𝑥
(

|𝑃𝑡|, 1
) −

−𝑑𝑜𝑝𝑡𝑖𝑚𝑎𝑙𝑡

⎞

⎟

⎟

⎟

⎟

⎠

⎞

⎟

⎟

⎟

⎟

⎠

(2)

where 𝐹1 yields the number of unique intersected polygons and 𝐹2
epresents the accuracy metric by measuring the distance from the
xpected uniformity to the obtained value. 𝑑 represents a distance
unction, naively given by the Euclidean distance, 𝑡𝑠 is a triangle
ndex on the set S, �̂� is the normal vector of a triangle, and 𝑟𝑜 is the

LiDAR location, i.e., the ray’s origin. Instead of only accounting for
the distance from intersected polygons, it also sums the distance from
non-collided polygons. However, to avoid penalizing solutions with a
higher number of collisions in a minimization problem, the distance
from intersected polygons is subtracted (Fig. 5). Hence, the number of
reached polygons is also integrated into this formula to penalize scans
that minimize the foundational accuracy terms by reaching a small
number of polygons.

Also, note that a frequently integrated criterion in the LOA metric
is the sensor’s range. Accordingly, previous work has included range
in the LOA definition by omitting returns whose distance is above a
threshold. However, these criteria can be integrated into the LiDAR
simulation rather than into the above formula. Therefore, the range of
our LiDAR simulation is considerably reduced to solely consider close
collisions, although real simulations may provide denser scans.

3.3.2. Level of overlap
𝐹2 metric is better suited for performing local enhancements,

whereas 𝐹1’s objective is to select the minimum set of locations that
provide better scene coverage. However, none of these metrics con-
5

siders the overlapping of individual scans, despite it being a required i
feature to guarantee their alignment in post-processing. To this end,
features visible in a single scan ought to appear in more than one
scan. With this objective, the 𝐹3 metric defined in Eq. (3) measures
the percentage of overlapping area between two LiDAR scans, 𝑖 and 𝑗,
depicted as circumferences with a fixed radius.

𝐴𝑖,𝑗 =
(

𝑟2𝑖 cos
−1(

𝑑𝑖
𝑟𝑖
) − 𝑑𝑖

√

𝑟2𝑖 − 𝑑2𝑖 +

+𝑟2𝑗 cos
−1(

𝑑𝑗
𝑟𝑗

) − 𝑑𝑗
√

𝑟2𝑗 − 𝑑2𝑗

)

𝐴𝑖,𝑗,𝑟𝑖=𝑟𝑗 = 2

(

𝑟2 cos−1( 𝑑
2𝑟

) − 𝑑
2

√

𝑟2 −
(𝑑
2

)2
)

𝐹3𝑖,𝑗 =
𝐴𝑖,𝑗

𝜋𝑟2𝑖
| 𝑖, 𝑗 = 1, 2,… , |𝑃𝑐 | (3)

with 𝑑 = 𝑑𝑖 + 𝑑𝑗 , where 𝑑 is the distance from two sensor placements,
and 𝑟 is the LiDAR maximum range, which is previously clamped to
account for the accuracy loss from distance. Due to 𝑟 being the same
for every scan, 𝑑𝑖 = 𝑑𝑗 .

The main drawback of Eq. (3) is that it does not account for the
overlapping of previously added locations. To handle this, the area of
influence of each LiDAR scan is represented by a 2D grid to be filled
by points sampled from other scans. Hence, an approximated overlap is
given by the number of voxels filled with respect to the overall number.
Despite this, sampling can be avoided whether 𝑑 ≥ 𝑑1 + 𝑑2. Yet, Eq. (3)
is useful for establishing a ranking of candidate solutions that can
help to achieve the required overlapping. However, ranking locations
by their overlapping leads to selecting the highest overlap possible,
instead of the required one. Accordingly, Eq. (4) ranks locations by
their distance to the required overlap. However, solutions that offer a
higher overlap than the required one are preferred over those below.
To guarantee this, the most significant bit of preferred locations is set
to one. Due to the described sampling strategy, the accuracy of the
measured scan overlapping depends on the grid subdivision and the
number of sampled points belonging to another TLS scan, as depicted
in Fig. 6.

𝐹3𝑖,𝑗𝑜𝑝𝑡. = 𝑟 − |𝑜 − 𝐹3𝑖,𝑗 |

𝐹3𝑖,𝑗𝑜𝑝𝑡. = 𝐹3𝑖,𝑗𝑜𝑝𝑡. ∣ 1 ≪ 32 𝑖𝑓 𝐹3𝑖,𝑗 ≥ 𝑜 (4)

with 𝑜 being the required overlapping percentage.
With this approach, the required overlapping is guaranteed for

every solution. However, disjoint sets can be found, especially as a
result of greedy algorithms selecting the best 𝑛 solutions. To this end,
the disjoint set is built by linking overlapping LiDAR solutions. Hence,
new solutions are added until there is a single disjoint set, according to
their distance to another disjoint set and the value of 𝐹3, as proposed
in Eq. (5). The procedure to join disjoint sets is implemented as follows:

• First, the closest disjoint sets are selected, as well as the two
closest solutions of both of them.

• Then, solutions overlapped with the first one are sorted according
to a maximization problem guided by Eq. (5).

• The new LiDAR scan is linked to the first solution, which is
known to be overlapped, whereas the second solution is only liked
whether the overlapping is higher than zero.

• Newly included solutions are also checked to guarantee the re-
quired overlapping.

𝑔(𝑝𝑜, 𝑝𝑑 , 𝑝𝑖) =
(

𝑑(𝑝𝑜, 𝑝𝑑 ) − 𝑑(𝑝𝑖, 𝑝𝑑 )
𝑑(𝑝𝑜, 𝑝𝑑 )

𝐹3𝑜,𝑖𝑜𝑝𝑡.

)

(5)

.3.3. Point sampling
This procedure is a preprocessing stage, although it can be per-

ormed later to re-sample the polygons. In this stage, the polygons are

teratively processed to generate uniformly distributed points. Then, the
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Fig. 6. Grid occupancy in two different configurations. (a) Grid with higher resolution
and three overlapping circumferences, and (b) sparser grid with only two overlapping
circumferences.

mean distance is computed as shown in Eq. (6) for a single triangle
hether we apply the Euclidean distance. Note that |𝑃 | − 1 is used

instead of |𝑃 | to omit taking into account the distance of points with
themselves.

𝑑𝑚𝑒𝑎𝑛 =

∑
|𝑃𝑡|
𝑖=1

∑
|𝑃𝑡 |
𝑗=1 𝑑

2(𝑝𝑖−𝑝𝑗 )

𝑚𝑎𝑥(|𝑃 |−1,1)

𝑚𝑎𝑥 (|𝑃 |, 1)
(6)

where 𝑃𝑡 represents a set of points within a triangle 𝑡 and the inner
summation computes the Euclidean distance for xyz points.

Despite there exist built-in random uniform distributions in most
language libraries, these are mainly based on pseudo-random
sequences, such as those used for Classic Monte Carlo integration
(CMC). They provide good quality estimations, though they require a
large number of samples and thus present a higher response time [58].
In our case study, the response time is irrelevant as we solely sample
a reduced number of points that depends on the polygon area. How-
ever, it generates a point cloud far from the convergence scenario,
i.e., uniformly sampled points. Instead, the QMC method is based on
well-distributed deterministic sampling patterns that provide better re-
sults for our objective. More specifically, we apply the Halton sequence
to calculate the quasi-optimal mean distance within polygons [59,60].
Fig. 7 shows the results of sampling with both the C++ built-in random
uniform distribution and the proposed QMC sequence.

Either from pseudo-random or QMC sequences, two parametric
values (𝑢, 𝑣) are generated to sample a triangle surface. Eq. (7) shows
the formula for generating a point within a triangle defined through its
three vertices (𝑝1, 𝑝2, 𝑝3) with 𝑢, 𝑣 ∈ [0, 1].

𝑝𝑠 = (1 −
√

𝑢)𝑝1 + (
√

𝑢(1 − 𝑣))𝑝2 + (𝑣
√

𝑢)𝑝3 (7)

The main drawback of this solution is that sparse scans, with points
athered in a small area, would provide a good fitness result. To avoid
his, the triangle’s vertices are included as part of the point set, |𝑃 |,
hus penalizing scans biased towards small parts of polygons.

.4. Solution initialization

The continuous 3D space must be discretized to tackle the P4S.
he selection of N initial solutions depends on polygons interactively
arked as ground, as regarded in Section Level selection. From the
6

Fig. 7. Comparison of polygons sampled with different sequences. (a) The point cloud
obtained using the Halton sequence is significantly more uniformly sparsed than (b),
sampled with a random uniform distribution.

collected ground planes, we compute the 2D axis-aligned bounding
box (AABB) to restrict the instancing area. However, this solution may
generate points out of ground-labelled polygons for non-rectangular
ground planes. Therefore, candidate locations are evaluated on the GPU
to verify the following conditions:

1. The sensor is located over a ground polygon. To verify this,
we cast a ray towards −Y using the described BVH data structure
to speed up queries. Ground polygons are transferred to the
GPU and their ID is sequentially compared to the nearest found
collision.

2. The sensor is not located over non-ground planes, e.g., ob-
jects placed between the floor and LiDAR’s y coordinate. m
points are sampled around the candidate location, using a radius
𝑟 and casting m rays with −𝑌 direction. It is discarded whether
any of the m rays collide with non-ground-labelled items. Both
𝑟 and 𝑚 can be configured.

3. The sensor is not located close to building walls and fur-
niture. It cannot be placed over items, nor next to them, thus
guaranteeing a safety distance (𝑑). Hence, four additional rays
are cast using {X, −X, Z, −Z} vectors.

Candidate solutions can be generated through random or uniform
sampling. Uniform sampling uses a 3D matrix bounded by the ground’s
2D AABB. Height is limited by LiDAR’s maximum and minimum height.
The matrix subdivision is parameterized by the voxel size. Otherwise,
we can randomly distribute solutions instead of intensively sampling
the 3D space. The objective of random sampling is to explore fewer
solutions, though scattered throughout the scene. Hence, a random
uniform distribution is used instead of a QMC sampler. This initial set of
solutions can be either enhanced (Spatial Search), subsampled (Greedy
approach) or selected through bit sets (Genetic Algorithm).

3.5. Spatial search

The following section describes how the initial solutions are im-
proved, thus providing a wider space exploration, instead of relying
on initial locations. However, metrics for improving individual scans
do not integrate any knowledge of overlapping among scans. The

following searches work according to the 𝐹2 metric defined in Eq. (2).



Automation in Construction 146 (2023) 104675A. López et al.

t
g
w
e

3

i
c
t
a

𝑝

1

3

l
t
t
R
c
m
g
s
t
t
e
p

Fig. 8. Overview of gradients for a 2D neighbour search. (a) Constant approach
that generates 8 vectors, whereas (b) sub-samples the circumference according to a
resolution parameter.

3.5.1. Solution neighbourhood
Neighbourhood exploration is here introduced to locally enhance

candidate locations. The neighbourhood is presented as 3D points close
to the currently evaluated position. It poses several challenges regard-
ing discretization, as it initially consists of an infinite set of translations.
Firstly, the neighbourhood size can be significantly downscaled by
selecting 14 unit vectors, given by the faces (6) and corners (8) of a unit
cube. Otherwise, the neighbourhood can be discretized by uniformly
subsampling a unit sphere, thus obtaining a buffer of gradients whose
length depends on the user-defined sampling resolution. Furthermore,
unit vectors can be scaled during the spatial search by defining the step
length. Note that a larger length leads to re-exploring parts of the scene,
whereas an extremely small length may not provide any enhancement
to the current solution. Fig. 8 illustrates the 2D gradient vectors to
explore the contiguous space of a point located at the sphere centre.
In 2D, 8 different gradients are generated in the first scenario, whereas
the number of gradients in the second depends on the resolution.

3.5.2. Greedy local search
The Local Search (LS) algorithm is implemented to assess if the

space can be rapidly surveyed. For that purpose, the neighbourhood of
each solution is explored, evaluated and ordered according to its fitness.
Solutions are iteratively improved by moving to the best solution in
the neighbourhood if any improves the current fitness. Otherwise, LS
falls on a local minimum and terminates the process. It also happens
whether the iteration exceeds a threshold, avoiding loops. However,
immediate loops as a result of revisiting previously explored solutions
can be efficiently discarded. To this end, we compute the 𝑑𝑜𝑡 product of
he gradient to be assessed and the last gradient (𝑓 (�̂�1, �̂�2) = �̂�1 ⋅ �̂�2). A
radient is considered to be already explored whether 𝑓 (�̂�1, �̂�2) < 𝜖 −1,
ith 𝜖 being a constant close to zero, in order to deal with floating-point
rrors.

.5.3. Simulated annealing
Simulated Annealing (SA) is evaluated as it tackles getting stuck

n local optima. To this aim, neighbours with worse fitness than the
urrent solution can be accepted following probabilistic criteria. A
emperature value (𝑇 ) is first initialized and reduced iteratively. The
cceptance rate of worse solutions is lower as 𝑇 decreases (cooling) [34,

61]. In this work, it is configured using the traditional exponential
formula, as defined in Eq. (8) for a minimization problem:

(𝑓 ′) =

{

exp( 𝑓
′−𝑓
𝑇 ) 𝑓 ′ − 𝑓 ≥ 0

1 𝑓 ′ − 𝑓 < 0
(8)

given that 𝑓 ′ and 𝑓 are two fitness values from a new solution and the
current one, respectively. Consequently, a random uniform distribution
is also applied to determine whether a worse solution is accepted. The
stop criterion depends on a threshold temperature and a maximum
number of iterations.
7

3.5.4. Tabu search
The improvement of a naive local search leads to the Tabu Search

(TS) algorithm, which saves the so-called tabu moves that were already
processed and cannot be explored again. Re-initialization is performed
whether all neighbours are tabu moves, their objective value is worse
than both the current solution and overall best solution, or a maximum
number of iterations without improvement has been achieved. In 3D,
the main challenge is to handle the tabu move list in a continuous
space. Therefore, we narrowed the 3D space using a regular grid, i.e., a
3D matrix with variable resolution. A move is considered tabu when
the target point falls in a tabu voxel. Given the step size of neighbour
explorations, 𝑛𝑙, an appropriate voxel size is given by 𝑓 ⋅ 𝑛𝑙, with
< 𝑓 < 2.

.6. Genetic algorithm

Genetic Algorithms (GA) are aimed at selecting a subset of previous
ocations. For that purpose, this sort of algorithm is inspired by nature
o handle populations that evolve and improve over time. Accordingly,
his method combines both exploration and exploitation phases [62].
egarding our case study, this metaheuristic helps to reduce the setup
omplexity while still providing a dense coverage. In comparison with
emetic algorithms, the first stage aims to improve individual locations

uided by an exploration of surrounding areas, without evaluating the
cene coverage. Nevertheless, the proposed 𝐹2 metric takes into account
he weight of non-scanned polygons. Then, the final GA selection tries
o find the optimal solution regarding the scene coverage. To this
nd, a slight variation of the previously proposed 𝐹1 metric is here
roposed. The complete procedure is depicted in Fig. 9, whose stages

are following detailed:
Initialization of population. The population is first generated as

𝑝 chromosomes of size 𝑛 with a random number of activated LiDAR
locations. Hence, variety is ensured by avoiding populations with a
fixed number of activated bits.

Compute template rays. Template rays are first built to describe
how rays traverse the space from a default LiDAR location, which is
known to be (0, 0, 0). These rays are generated according to the LiDAR
configuration, which ought to follow the specifications of a standard
model. The LiDAR simulation receives as input a set of rays which
are following solved to return collisions. Hence, template rays are
replicated in the GPU for each location to be tested, thereby solving
them all at once. Otherwise, a single LiDAR simulation ought to be
performed, once for every location. However, the GPU-based LiDAR
simulation from previous work is simplified to provide only the first
collision both to favour replicability and performance of experiments.
As a result, the template rays are built once in the GPU and used
multiple times with different locations.

Parent selection. The aim of this stage is to select the 𝑠 most
promising individuals for the subsequent crossover. Two different se-
lections are here proposed. First, the 2-by-2 tournament allows se-
lecting good solutions, though they may not be within the top-most
𝑠. Therefore, this leads to introducing some minor variety into later
populations. On the other hand, the elitist approach selects the best
individuals from the current population.

Crossover. Previously selected parents are here combined to gener-
ate the next population. Parents can be mixed by selecting a crossing
point, thus generating two gen chunks for each parent, which are
combined to build offspring. Gens can also be individually processed
by retrieving uniformly distributed random values which determine the
parent (𝑝1𝑖 if 𝑟𝑖 ≤ 0.5, 𝑝2𝑖 otherwise). There is only a non-valid solution
given by a zero chromosome, which is avoided by randomly altering a
bit.

Mutation. Some minor mutations are introduced in the new gen-
eration. This process is parameterized by the number of mutable indi-
viduals and genes within each one. As there not exists a limit on the
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Fig. 9. Overview of the genetic algorithm steps to evaluate the best combination of
spatial LiDAR setups.

number of activated bits, mutations are either performed by activating
or deactivating random bits.

Evaluation of new population. We compute the fitness of new
solutions for later stages based on the number of reached polygons.
Consequently, solutions that cover more polygons are more likely to
reproduce in the following iterations. However, this metric leads the
population to activate the whole set of locations. For this reason, the
previously proposed 𝐹1 metric is modified according to Eq. (9) by also
ccounting for the number of activated bits within a chromosome (𝑐𝑔).
s a result, the generic algorithm is oriented towards reaching the
aximum number of polygons with the minimum amount of LiDAR
8

cans.

1 =
∑

|𝑆|
𝑠=1 1[𝑡𝑠 ∈ {𝐿1, 𝐿2,… , 𝐿𝑘}]

∑𝑛
𝑔=1 𝑐𝑔

(9)

Replace population. New and previous populations are here mixed
following a generational or stationary method. The generational ap-
proach replaces parents with their offspring, whereas the stationary
algorithm replaces the worst individuals with the new population
whether they improve current solutions.

Update best solution. It is noteworthy that even this minor opera-
tion must be performed on the GPU, as the reading transfer would lead
to a huge delay in the GA response time.

3.7. Interactive tools

This section presents the interface tools provided to the user to
facilitate the adjustment of the scene and the algorithm set-up.

3.7.1. Level selection
The described P4S method is not restricted to single-floor environ-

ments. Instead, we have evaluated it with multiple floors. However, the
planning ought to be performed individually for each one. To easier
the selection of floor-labelled polygons, an interactive tool is provided
within the application. For that purpose, we added a ray-casting tool to
generate rays whose direction is given by the user’s viewpoint and a 3D
position. This position is computed by unprojecting the camera matrix
to a 2D point within the application canvas. The first collided model
is pushed into the ground list. The ray-casting process is accelerated
using the BVH data structure, thus solving it with unnoticeable latency.
With this regard, Eq. (10) defines how to unproject a 2D point from the
canvas to 3D.

𝑝3𝐷 = (𝑃 ⋅ 𝑉 ⋅𝑀)−1 ⋅
[ 𝑝2𝐷𝑥

𝑐𝑥
2 − 1,

𝑝2𝐷𝑦

𝑐𝑦
2 − 1, 0, 1

]𝑇
(10)

3𝐷 =
𝑝3𝐷
𝑝3𝐷𝑤

(11)

where (𝑝2𝐷𝑥
, 𝑝2𝐷𝑦

) is the canvas point, 𝑃 , 𝑉 are the camera projection
nd view matrices, respectively, (𝑐𝑥, 𝑐𝑦) is the canvas size, and 𝑝3𝐷 is a
-tuple describing the projection coordinates.

. Results and discussion

We have evaluated the proposed framework using three different
cenes obtained from BIM management software (Fig. 10: Basement,
chool and Office building). These models were exported as OBJ files
anging from 130k polygons to 2.7M. Therefore, traversing the BVH
akes a substantial portion of time during the optimization. Although
here exist a few studies concerning P4S in 3D, their solution is not pub-
icly published. Therefore, we compared our GPU-based solution with
he multi-core CPU-based approach. The latter version is implemented
sing OpenMP (Open Multi-Processing), a multi-threading framework
or CPU-based processes. Despite this, the LiDAR evaluation is very
ime-consuming on the CPU and therefore, both versions evaluate
iDAR scanning in the GPU.

The exploring parameters for the three local searches are set as
efined in Table 1. On the other hand, LiDAR parameters are detailed in
able 2. All measurements were performed on a PC with AMD Ryzen
hreadripper 3970X 3.6 GHz, 256 GB RAM, two Nvidia RTX A6000
PU and Windows 10 OS. The massively parallel methods in the GPU
ere implemented in GLSL using OpenGL (Open Graphics Library).

This section is organized as follows. First, the performance of differ-
nt LS algorithms is shown based on the 𝐹1 and 𝐹2 metrics. Then, the
omplete pipeline is evaluated by combining LS and GA. We also aim to
ompare GPU and CPU approaches to massively launch GA algorithms.
inally, the impact of height variability on LiDAR optimizations, i.e., 3D
lanning for scanning, is also explained.
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Fig. 10. Three different environments from Autodesk Revit® applied to our evaluation. (a) Basement with 130k triangles (20 × 4 × 21 m), (b) school with 500K triangles
(44 × 24 × 32 m) and (c), office building with 2.7M triangles (16 × 8 × 49 m).
Fig. 11. Selection of the best 30 LiDAR locations using the greedy approach in the
asement scene.

.1. Performance of local searches

This section is focused on showing the improvement of the 𝐹2 metric
n three different LS methods: greedy, traditional LS, simulated anneal-
ng and tabu search. The evaluation of the 𝐹2 metric for each initial
olution is depicted regardless of the best solution observed until such
teration. We used the Basement scene during this evaluation. Despite
he improvement observed after using LS, the relevance of GA selection
fter this first phase is depicted in Fig. 11. It shows the narrowing
hase of a Greedy approach that selects the best 𝑘 ← 30 locations (red)
n an environment of variable geometrical complexity among different
reas, guided by the minimization of the 𝐹2 metric. Hence, most of the
elected locations are surrounded by dense geometry. Still, it manages
o cover most of the scene. Similarly, small enclosed rooms, as the
oom-in of Fig. 11, are not scanned due to their smaller number of
olygons.
9

Table 1
Overall attributes concerning the three cited local search algorithms.

Attributes Value

Starting solutions Uniform grid sampling
Final LS solutions No limit
Voxel size 0.5 m × 0.4 m

Max. iterations 60
Max. iterations without improv. 10

Neighbourhood Discrete (16)
𝛥 Neighbourhood 0.05 m

𝑇0 450 ◦C
𝑇𝑧 0.8 𝑇𝑧−1

Table 2
Specifications of LiDAR sensor during optimization, following the com-
mercial device HDL-64E. Attributes with * have been adapted either to
reduce the optimization latency or to account for accuracy metrics (e.g.,
range).

Attributes Value

Resolution 4500 × 64 beams
Max. bounces 1*
Max. range 5 m*
Coverage 360° × 26.9° (−24.9°−2°)
Height coverage [0.5, 2] m
Min. xz distance to items 0.4 m
Vertical checks r ← 0.2 m, n ← 16 rays

From this baseline, Fig. 12 depicts the improvements of initial
solutions with different LS algorithms. For that purpose, we show the
𝐹1 and 𝐹2 fitness values achieved by individual solutions during a fixed
number of iterations. However, some explorations may finish earlier if
no better solutions are found. Since we do not include GA selection yet,
optimized locations are filtered according to a regular grid that limits
the number of solutions per cell to one.

Local search. As expected from the description of LS, the explo-
ration of initial solutions using LS finishes early, especially for locations
that start with low 𝐹2 values. The algorithm does not allow moving to
worse solutions, thus favouring that the maximum number of iterations
is achieved early. Also note that moves to neighbours are controlled
by a small factor, otherwise the initial grid sampling turns into a
random sampling. Due to the behaviour of LS, most locations would
converge into positions close to walls as regarded by Soudarissanane
and Lindenbergh [11], since they maximize 𝐹1 and collide walls with
low incidence angle.

Simulated annealing. As opposed to LS, SA is able to temporarily
worsen the location fitness and allows exploring a wider area in xz and
y. Hence, most of the initial locations reach lower values of 𝐹 than
2
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Fig. 12. Optimization performed by (a) naive LS, (b) SA and (c) TS, showing both 𝐹1 and 𝐹2 results through their iterative improvement and a scatter plot. The bottom images
how the final locations of solutions optimized by SA and TS. Then, these are organized according to a regular grid and filtered by selecting only one solution per subdivision.
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S, as shown in the scatter plot. Implicitly, initial solutions move to
ocations that cover a larger number of polygons due to 𝐹1 being also
ntegrated into 𝐹2’s formula. Unlike LS, early-finished explorations are
ot as frequent. Despite LOC being included in 𝐹2, the line graph shows
terations that reach a lower number of collided polygons than previous
olutions. It is not necessarily correlated to SA allowing worse solutions,
ince coverage is not a primary metric in this first stage. Instead, it is
consequence of moves that improve accuracy at expense of slightly
orsening coverage. For that reason, the subsequent GA stage is aimed
t providing better coverage.
Tabu search. By avoiding previous moves and re-initializing when

etting stuck, initial solutions are slightly more optimal regarding 𝐹2
not for 𝐹1) than those obtained by previous algorithms. However,
hey are not uniformly sparsed as they (1) tend to show a preference
or areas with higher polygon density and (2) random re-initialization
avours this. Despite it being desirable, the local improvement of SA
s preferred over TS as it offers a wider range of possibilities to the
ater GA, whereas TS offers immediate results whether we need to select
he best 𝑘 locations. Also, note that the steeper profiles are due to the
e-initialization phase implemented by selecting new random points.
ithout re-initialization, TS turns into a more strict LS. Hence, the main

im of TS was to show the impact of re-initializing.
10
.2. Path performance

The main challenge of optimizing the LiDAR set-up is to cover the
hole building level, including enclosed rooms. However, the described
S approaches optimize local metrics. Thus, the sorting and narrowing
f locations by their 𝐹2 result only guarantee to select points that
ensely acquire their surrounding area. Therefore, the final selection is
erformed by genetic algorithms guided by a global metric measuring
he polygon coverage. The evaluated genetic algorithm is launched
sing the values as shown in Table 3. We also aim to evaluate the
esults of connected nodes, i.e., LS + GA, Simulated Annealing + GA,
tc. Besides coverage, the implicit reduction of LiDAR locations during
he optimization is also observed during these tests.

The results from three different combinations of LS and genetic
lgorithms are depicted in Fig. 13, using a single level of the School en-

vironment. This scenario includes multiple enclosed rooms that cannot
be scanned from central areas, as well as gaps in the central area that
allows scanning lower building levels. In this regard, the tabu search (c)
obtained a lower number of points, though most of them are gathered
in the main room, as happened with locally improved solutions being
translated to areas with higher geometrical complexity. In contrast to
the tabu search, LS and SA provide a higher variety of locations, thereby
favouring the selection of a higher number of locations and providing
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Fig. 13. Results of combining local searches and genetic algorithms. The left images depict the final LiDAR distribution, whereas the right images show the improvement of
ntermediate results with regard to the proposed metric (𝑌 ← Minimization, 𝑋 ← Maximization). a), b) and c) refer to LS + GA, SA + GA and TS + GA combinations.
better coverage of enclosed rooms. Also, note that the LiDAR range was
limited to 𝑟 ← 5 m to account for accuracy loss due to the distance.
Therefore, higher values of 𝑟 derive into a less dense selection. Despite
LS and SA providing similar results, the GA selection using SA managed
to scan the small rooms on the left and right sides due to its wider
exploration. Nevertheless, the GA performance in terms of 𝐹1 and 𝐹2
is similar for the three algorithms, as regarded in the scatter plots of
Fig. 13. It can be concluded that, despite the importance of selecting
cans with GA, it is significantly conditioned by the previous local
earch step.

.3. Level of overlap

Previous LiDAR locations are selected according to the 𝐹1 and
2 metrics to fit LOC, LOD and LOA requirements, since solving GA
nd LS algorithms with a single objective function is straightforward.
hus, LOO is considered once the optimal set of solutions is selected,
s subsequently added locations are aimed at improving rather than
roviding an optimal solution. In this subsection, we evaluate how
he proposed overlap method affects the final result. To facilitate the
isualization of LOO, a greedy approach is used to (1) sample the
11
Table 3
Parameters of the genetic algorithm launched in this stage.

Attributes Value

Max. evaluations 50K
Population size 500
Number of parents 250
P(Chromosome mutation) 0.02
P(Gen mutation) 0.1
Stagnant population (re-init.) 80%
Stuck at local minima (re-init.) 30 it. without improving
Crossover operator Two points
Selection operator 2-tuple tournament
Replacement Stationary

scenario and (2) narrow it to a few solutions scattered by controlling
the density of solutions. Accordingly, Fig. 14 shows the initial level
of overlapping as well as the improvement after requiring an overlap
of 20%, 40% and 60%. Below, the LiDAR distribution is obtained by
limiting the sensor range to 1.5 m and 1 m, respectively. Also, the last
test was further stressed by scattering the solutions with a minimum
distance of (6 - 𝜖) m. Consequently, the minimum number of solutions

to reach each other is 2, though it varies according to their distance.
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Fig. 14. (a) Initial overlap and the results obtained after requiring an overlap of 20%,
40% and 60%. (b) Rendering of LiDAR scans selected by a Greedy approach as well
as those selected by the proposed method to enhance the overlap.

Initial solutions were not improved by means of local searches, thus
displaying a grid-like pattern.

4.4. Response time

The main drawback of local searches is the sequential evaluation of
LiDAR scans. Our proposal is conditioned by GPU LiDAR evaluations, as
they cannot be solved in parallel. The performance of the GA algorithm
was improved by solving the whole simulation of a chromosome at
once since it is composed of several locations. However, changes in
locations must be evaluated individually during a local search. On the
other hand, improvements based on pre-calculations are more feasible
at expense of higher CPU-memory usage. Therefore, some optimizations
and implementation details are here discussed to provide an efficient
solution.

The current LS approach checks the validity and computes the
metric values of every new solution, regardless of the possibility that
it may have been previously checked. It seldom occurs with random
initialization, though it is known to occur frequently with uniformly
sampled locations due to the constant step length. Therefore, it is
possible to reduce the latency by pre-calculating both the validity and
metric values of grid voxels whose length depends on the neighbour
step length. Still, the latency remains the same for a greedy approach.

Fig. 15 shows the average and global response time for the three LS
approaches. The Building scene was used to conduct this evaluation,
using the configuration in Table 1. The first chart shows the average
response time per LiDAR location. Hence, latency varies depending on
12

the number of iterations. The global latency sums the search as well
Fig. 15. (a) Average response time per solution for every LS algorithm with two
versions: initial and optimized, and (b) summation of response time from previous
configurations.

Fig. 16. Response time of genetic algorithms implemented as CPU (multi-core) and
GPU solutions. First, the response time is shown per GA population, and finally, the
response time is summed for each sort of optimization.

as the pre-calculation latency. Accordingly, we can conclude that this
approach significantly speed-ups the search, except in those algorithms
that get easily stuck in local optima or cannot reinitialize.

During the selection stage, different chromosomes are evaluated
synchronously. Parallelism is present in other stages: initialization,
parent selection, crossover, etc. Hence, we evaluated whether it was
effective to implement the genetic algorithm pipeline on the GPU.
Initially, it is implemented as a multi-thread solution on the CPU. From
Fig. 15 we can observe that the GPU-based solution is significantly
faster. It mainly occurs due to data being processed in the GPU for the
whole GA pipeline, instead of transferring it before and after evaluating
the solution’s fitness (see Fig. 16).

4.5. Variable height LiDAR

Besides occlusion-aware 3D P4S, another contribution of our work
is the estimation of the most appropriate height when scanning. Fig. 17
shows the results of 𝐹1 and 𝐹2 metrics by using (1) fixed height or (2)
ariable height within the range [1, 2] m. In both cases, the scenario
s uniformly subsampled every 0.1 m. Accordingly, the first search is

performed over a 2D grid, regardless of being applied over a 3D scene,
whereas the second one is 3D. The results are obtained using a test
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Fig. 17. (a) An environment designed for testing the benefits of variable height, and (b), (c) locations selected by a Greedy algorithm using an HDL-64E and Pandar64 LiDAR
sensors. The scatter plots show the values of 𝐹1 and 𝐹2 for each initial solution. The first one shows the results of a LiDAR with a fixed height.
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nvironment composed of four outer walls and four inner walls with
ne hole per wall, each one at different height, as depicted in Fig. 17.
he LiDAR was first configured as a Velodyne HDL-64E, and then,
s a Pandar64 with a wider vertical Field of View (FOV) and non-
niform resolution. Instead of applying an LS, a Greedy approach is
sed to evaluate a fine subdivision of the space that is subsequently
arrowed to ten placements. As observed in Fig. 17, all the locations
elected by the Greedy approach are placed next to wall holes, thereby
llowing to reach more polygons. Despite being guided by the 𝐹2
etric, these locations are mainly selected according to the number of

eached polygons, thus showing the inclusion of 𝐹1 in 𝐹2.

. Conclusions and future work

In this work, a P4S methodology was described to select the best
scanning locations in complex 3D environments, taking advantage of
PU-based spatial queries and LiDAR scans. Instead of applying a single
etaheuristic algorithm, as in most of the revised work in the literature,

ur pipeline is split into two different phases: local optimizations and
election. Regarding objective functions, the described metrics do not
ely on manually set values. Instead, they are shaped with smoothed
oundaries and some of them, such as LOA, are improved by con-
idering several criteria that enhance multiple metrics at once. Also,
he optimal value of 𝑛 is implicitly explored during the optimization
uided by the modified LOC metric. Finally, algorithms were optimized
s multi-core CPU and GPU in the case of genetic algorithms. The
esults show that our method is capable of constructing a LiDAR set-
p distribution to scan environments with significant occlusion by
iscovering the optimal sensor height.

Despite being accelerated in CPU and GPU, the proposed method-
13

logy is still time-consuming due to the dimensionality of both 3D
nvironments and LiDAR scans guided by specifications of commer-
ial sensors. Hence, pre-calculating the fitness of uniformly scattered
ocations ought to be further explored, at expense of storage volume.
herefore, compression may be a key factor due to the similarity of
lose scans. Finally, continuous paths should also be considered in
ddition to discrete locations to cover other kinds of LiDAR sensors,
uch as mobile or aerial scanning.
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