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Abstract: The widespread use of LiDAR technologies has led to an ever-increasing volume of captured
data that pose a continuous challenge for its storage and organization, so that it can be efficiently
processed and analyzed. Although the use of system files in formats such as LAS/LAZ is the most
common solution for LiDAR data storage, databases are gaining in popularity due to their evident
advantages: centralized and uniform access to a collection of datasets; better support for concurrent
retrieval; distributed storage in database engines that allows sharding; and support for metadata
or spatial queries by adequately indexing or organizing the data. The present work evaluates the
performance of four popular NoSQL and relational database management systems with large LiDAR
datasets: Cassandra, MongoDB, MySQL and PostgreSQL. To perform a realistic assessment, we
integrate these database engines in a repository implementation with an elaborate data model that
enables metadata and spatial queries and progressive/partial data retrieval. Our experimentation
concludes that, as expected, NoSQL databases show a modest but significant performance difference
in favor of NoSQL databases, and that Cassandra provides the best overall database solution for
LiDAR data.

Keywords: LiDAR; point clouds; databases; NoSQL

1. Introduction

LiDAR scanning has become an indisputable tool in fields such as civil engineering,
surveying, archaeology, forestry or environmental engineering. The widespread use of
terrestrial and airborne LiDAR, powered by the fast evolution of scanning technology, is
generating an unprecedented amount of data. For instance, the scanning speeds of one
million points per second with an accuracy in the range of 3–5 mm have become common
today in terrestrial scanning [1]. Handling such a massive amount of data poses multiple
challenges related to its storage, transmission, organization, visualization, edition and
analysis, which are actually common to most Big Data applications [2].

LiDAR information has traditionally been stored and exchanged through system
files usually from standard formats such as LAS/LAZ. However, the use of databases
potentially has many advantages such as the centralized access, complex queries based on
metadata, spatial organization of data and distributed storage in databases that support
sharding. NoSQL databases are extensively used in Big Data applications because of their
performance in simple retrieval operations, their flexible schema and their ability to scale
horizontally.

Storing large raw LiDAR data files in a database does not provide any advantages
over system files. However, as stated above, the design of an appropriate database scheme
or the use of a spatial extension [3] allows organizing LiDAR data into a spatial data
structure such as a regular grid, quadtree or octree. This enables spatial data queries and
the selective/progressive transmission of data to clients. This organization requires splitting
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the original LiDAR dataset into data blocks that are associated with the corresponding
tree nodes or grid cells. The size of the data block can have a remarkable impact on the
performance of the database.

The main objective of the present work was to provide guidance to those responsible
for the design and implementation of LIDAR information storage and processing systems
on the performances of different database management systems. Four different NoSQL and
relational systems (Cassandra, MongoDB, MySQL PostgreSQL) were compared in terms of
the performance of their upload and retrieval operations in single and concurrent scenarios.
A complex database schema was used, with two nested spatial data structures and three
different data block sizes, following the conceptual model of SPSLiDAR [4].

The rest of this paper is organized as follows: Section 2 reviews some of the extensive
existing literature related to the storage of LiDAR information; Section 3 describes the
dataset used in the experimentation, the conceptual data model of SPSLiDAR, the features
of each database management system evaluated and the implementation of the conceptual
data model in them; Section 4 provides the details of the experimental comparison carried
out and outlines the results that are discussed in depth in Section 5. Finally, Section 6
summarizes the conclusions and proposes some future work.

2. Previous Work

LiDAR point clouds are currently a very valuable resource for all types of decision-
making processes involving spatial data from the real world. The evolution of LiDAR
systems enables the acquisition of massive spatial data models [5] whose volume is steadily
increasing. Current sensors allow, using various technologies, obtaining dense information
at different scales [6] from small objects to large digital terrain models, integrating them
into the Geospatial Big Data [7–10]. Recently, many research papers related to this matter
have been published [5,10–13].

The processing of LiDAR point cloud data involves a series of steps that range from
its acquisition to the extraction of relevant features, including registering, filtering, seg-
mentation, classification and conversion to other representation schemes. Each of these
steps has its own research topic, and in particular, the storage of massive point clouds
is one of the most notable. In recent years, with increasing processing power, memory
and communication bandwidth, the main challenge with LiDAR data is to make massive
information available for use in different applications [14]. In this sense, there are different
approaches focusing on mass storage in secondary memory, in a cluster of servers or in the
cloud [15–19].

Organizing 3D point clouds with data structures that subdivide space is a common
solution for increasing the performance of spatial queries. However, from a storage point
of view, it also brings the benefit of dividing a potentially massive amount of data into
smaller chunks that can be more efficiently managed, which is of key importance when
transmitting data over a network. The most widely used data structure for out-of-core
point cloud storage is the octree [20–23]. Other widely used structures are the Kd-tree [24],
variants of the R-tree [25], a sparse voxel structure [16] and simple grids [26].

Most spatial data structures can be adapted for out-of-core storage, and in this regard,
there are different variants and approaches. This is of utmost importance, since today it
is common to process LiDAR datasets that do not fit into main memory. The simplest
approach is direct storage in secondary memory using local files [15,19]. Another variant
consists of using storage in distributed file systems [27,28] typically indexed through a
spatial structure hosted in the form of a master index or in a database. LiDAR datasets
usually comprise one or more point cloud files encoded in non-standard ASCII formats,
the LAS format of the American Society for Photogrammetry and Remote Sensing (ASPRS),
its compressed variant LAZ [29], SPD [30], PCD, HDF5 and other general 3D data formats
such as OBJ or PLY. In addition, there are some proposals for specific formats, closely
related to applications which involve additional point attributes and custom compression
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algorithms. Understandably, file formats that focus on data compression are the most
useful [11,29,31].

Although file-oriented storage is the simplest and most common option, using databases
is the most versatile solution. An original way of storing a point cloud model in a database
is to use one row for each point in a relational database, including all its attributes. In the
past, this approach was common among GIS applications where sets of points of moderate
size were stored in a spatial database to support spatial queries, mainly 2D. However, this
scheme is not valid for a large amount of data [32], so the next logical solution is to store a
group of points in each row, as systems such as Oracle Spatial or PostGIS do. In addition to
this, there are other solutions based on relational databases to work with point clouds and
spatial information [8,21].

On the other hand, NoSQL databases have some advantages over relational databases
in Big Data applications. Among these, document-oriented databases (MongoDB, Cassan-
dra, Couchbase, etc.) have gained popularity due to their capability to efficiently handle
large volumes of data and are scalable through the use of sharding. Because of this, they
are usually the preferred option for storing point clouds with a Big Data approach for both
semi-structured and unstructured datasets [26,28,32]. However, the everlasting discus-
sion about the theoretical convenience of using the modern NoSQL approach instead of
relational databases for Big Data problems should not diminish the relevance of the latter,
particularly considering their maturity and widespread adoption [33]. In the case of point
cloud datasets, including LiDAR, several approaches use relational database management
systems (DBMSs) for processing information [21,34]. The most relevant part is the data
model of a DBMS that defines the logical structure of a database and that determines how
the data can be stored, organized, and retrieved. In this work, we use SPSLIDAR [4], a data
model with a reference implementation for a LiDAR data repository that can be used with
any spatial indexing.

3. Materials and Methods

In order to study the performance of the different database engines integrated into
SPSLiDAR, various datasets belonging to the city of Pamplona (Spain) were used. We chose
this particular area because of the public availability of LiDAR data acquired at different
moments and densities (0.5–10 points/m2). The areas covered by the LiDAR datasets are
located in the UTM zone 30N and were captured over 6 years to include a variety of terrains
(urban, rural, roads, etc.). Table 1 summarizes the characteristics of the four datasets, and
Figure 1 shows a partial rendering of Dataset 1.

Table 1. Datasets characteristics.

Dataset 1 Dataset 2 Dataset 3 Dataset 4

Name Pamplona 2011
Pamplona 2017b
(reduced version

of dataset 4)

Pamplona 2017c
(reduced version

of dataset 4)
Pamplona 2017

Number of
points 30,401,539 244,894,563 534,073,172 1,068,146,345

Density
(points/m2) 0.5 2.5 5 10

Grid size
(meters) 10,000 10,000 10,000 10,000

Size (MBs) 138.29 1850.21 4085.94 8054.36

Point data
record length 34 38 38 38

LAS point data
record format 3 8 8 8
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Figure 1. Partial view of Dataset 1 (Pamplona 2011).

3.1. SPSLiDAR

In previous work, a high-level conceptual model for a repository for LiDAR data,
namely SPSLiDAR, was proposed [4]. The conceptual model of SPSLiDAR, depicted in
Figure 2, comprises three entities: workspace, dataset and datablock. A workspace represents
a set of related datasets, such as, for instance, those generated by the LiDAR coverage of
several counties or provinces, or different scanning campaigns from related archaeological
sites. A dataset comprises one or more point clouds acquired at a particular site. The
points of a dataset are organized into a structure of datablocks starting at one or more
root datablocks. SPSLiDAR exposes its functionalities to the clients through a restful API,
allowing queries by spatial and temporal criteria, and the progressive download of partial
or complete datasets.

The original paper of SPSLiDAR proposed a reference implementation that used a
regular grid to organize datasets and an octree for the datablocks within a dataset. Mon-
goDB was chosen as the underlying database engine due to its flexibility, high performance
and sharding capabilities that allow handling up to petabytes of information distributed
across multiple data servers. The characteristics of the database management system have
a significant influence on the performance of SPSLIDAR, since each time a dataset is sent to
the system, one or more octrees are generated, and each one may comprise hundreds of
thousands of nodes and LAZ files that must be efficiently stored in the database—both in
terms of occupied time and space. Subsequently, the SPSLiDAR API enables the navigation
of the dataset octrees and the retrieval of the point clouds in the LAZ files associated
with the nodes of interest. The ability of the database to fetch the desired datablocks and
transmit the content of the associated point cloud files has a direct impact on latency times
and system throughput, especially considering that usually several clients may interact
with the system at the same time.
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Figure 2. Spatial data structures at the workspace and dataset levels. For the sake of clarity, octrees
are depicted as quadtrees at the dataset level.

3.2. Databases

In our experimentation, we used the original MongoDB-based implementation of
the SPSLiDAR and three different adaptations corresponding to the rest of the database
management systems evaluated. Even though the storage of large LiDAR datasets fits
the definition of Geospatial Big Data, we did not want to restrict ourselves only to non-
relational databases, usually considered the standard storage solution for applications in
this domain. Relational databases have also been used for the storage of massive amounts
of data [9,35] and may therefore meet the needs of our use case.

MongoDB, Cassandra, PostgreSQL and MySQL were the four technologies adopted.
All of them are well established products. Among non-relational databases, MongoDB
provides a document-oriented solution while Cassandra follows a wide-column approach.
In the category of relational databases, PostgreSQL and MySQL are among the most widely
adopted. In order to make the fairest comparison, the SPSLiDAR conceptual model was
implemented in each database in the most straightforward way.

3.2.1. MongoDB

MongoDB is a non-relational document-oriented database that uses JSON to encode
information. Documents in MongoDB present a flexible schema so that two documents
representing a similar concept can have different fields and new attributes may be added or
removed at runtime. MongoDB introduces the concept of collection as a means of grouping
documents which represent the same concept or type of information.

The GridFS specification is provided by MongoDB as a means of storing binary files
that surpass the 16 MB per document limit imposed by the system. GridFS uses two
collections to store files. One collection stores the file chunks (fs.chunks) and the other stores
file metadata (fs.files). Each file is decomposed into multiple chunks stored in the fs.chunks
collection, each one containing the binary data of the corresponding section of the file, an
order attribute that specifies its position in the sequence of chunks and a reference to the
file document in the fs.files collection. By default, the maximum amount of data per chunk
is set to 255 KB. The GridFS collections are depicted in Figure 3.

The storage of LAZ files in the database is one of the key points of the implementation
as it has a direct effect on performance. From a technical point of view, we could save these
files through GridFS or embedding the content in a document. We decided to use GridFS
as the standard way of storing files, since this enables the construction of octrees with any
arbitrary node size. A hybrid approach could also be followed to store the LAZ file through
an embedded field if it does not surpass the 16 MB size limit for MongoDB documents,
or via GridFS otherwise. This hybrid approach can easily be implemented in MongoDB
thanks to its flexible document schema, which allows encoding the file data in a BSON
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(Binary JSON) field or alternatively, to include a DBRef field with the _id of the document
saved in the fs.files collection of GridFS.

Figure 3. Database design for MongoDB. PK refers to primary key and FK refers to foreign key.

The final structure of documents and collections defined in MongoDB is depicted in
Figure 3, showing the relationships among the different entities. The details of the data
model, including the description of the workspace, dataset and datablock entities can be found
in an original paper describing SPSLiDAR [4]. A mainly denormalized approach was
followed: for instance, a datablock document will contain redundant information that
refers to the workspace, dataset, and grid cell it belongs to. These fields were indexed in
order to accelerate queries since datablock fetching is a crucial operation to access LAZ
data files.

3.2.2. Cassandra

Cassandra is a non-relational database with a partitioned row model. Rows are stored
in different partitions, identified by the partition key (PK) which may consist of one or
more columns. A partition may contain more than one row; in these cases, a clustered
key (CK) is also needed, which may also consist of more than one column and uniquely
identifies each row inside a partition. Therefore, a single row is defined by a composite key
formed by a partition key and optionally a clustered key.

No analogous specification to MongoDB GridFS exists in Cassandra; therefore, we
implemented a custom system that follows the same basic concepts. A new entity called
chunk was defined, which contains a column with binary data and is uniquely identified by
a composite key formed by the partition key of the datablock it belongs to and an additional
chunk_order attribute which identifies the position of the chunk content in the file data. As
a result, all the chunks belonging to the same file are stored on the same partition and
the chunk_order attribute facilitates a complete recovery of the chunks in ascending order,
enabling a straightforward reconstruction of the file. The maximum size of content for each
chunk was set to 255 KB—the same default value used by GridFS.

Figure 4 shows the tables and the columns defined for the persistence of our data
model in Cassandra. As we did in MongoDB, a denormalized approach was followed.
Cassandra recommends a model design based on the queries that will be performed, with
data duplication encouraged to increase reading efficiency.
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Figure 4. Database design for Cassandra implementation. PK refers to primary key and FK to
foreign key.

3.2.3. Relational Databases

Regarding relational databases, we integrated two different alternatives into the
system: namely PostgreSQL and MySQL. Due to their similarities, we used almost the
same implementation on the persistence layer, only modifying the types so that they adjust
to each database specification.

In the same way as with Cassandra, we implemented a tailored solution for the
storage of files. The proposed solution defines a new entity called chunk, with a composite
primary key formed by the primary key of its associated datablock together with an
additional attribute that represents the position of the attached binary data block in the
file. Normalization is usually a requirement in relational database schemas, but in order
to avoid table parameters that may adversely affect performance, we denormalized both
the datablocks and chunks entities. We consider that the time performance outweighs the
disadvantages of a denormalized schema for these particular tables since they are expected
to contain a large number of rows and support a high number of queries. In Figure 5, an
entity-relational diagram of the model is shown for both relational databases.

Figure 5. Database design for MySQL and PostgreSQL implementations. PK refers to the primary
key and FK to foreign key.
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4. Experiments and Results

To evaluate the performance of each of the databases with large LiDAR datasets, three
experiments were performed. These experiments are based on those proposed in [36]. The
first one (upload test) evaluates the upload time and total storage space required by the four
datasets. The second test (simple requests test) measures the average download time for
1M points from a single client. For this purpose, multiple random LAZ files are requested
until completing 20 M points, computing the average from the total download time. The
third test (concurrent requests test) evaluates the response of the system to high workloads
by measuring the average download time for multiple concurrent requests of 1M points
from several clients.

The upload test and simple requests test were both implemented through a Python
3.9 script that uses the Requests library [37] in order to perform the petitions to the server.
The concurrent requests test was developed using the LoadTest JavaScript package for
Node.js [38]. All operations were performed through the SPSLiDAR API. The tested data
correspond to the four datasets described in Table 1. For each of the datasets, three different
maximum datablock sizes were tested: 10,000, 100,000, and 1,000,000 points. These values
define the maximum number of points of the LAZ file stored at each node of the octree,
and consequently determine its complexity since a lower or higher number of levels would
be required to store the dataset.

All experiments were carried out by running the different implementations of the
SPSLiDAR repository on a server with Intel i7-10700 Octa-Core at 2.9GHz, 16 GB RAM,
and 1 TB SSD drive, running Windows 10 Enterprise 64. All databases were deployed
through Docker using images with MongoDB 4.2.10, Cassandra 3.11.0, MySQL 8.0.24, and
PostgreSQL 13.2. The client computer was a Mackbook Pro laptop with an Intel Core
i7-4770HQ Quad-Core at 2.2 GHz with 16 GB RAM and a 256 GB SSD Drive, running
macOS Big Sur. The connection between the server and client was made through a 1 GB/s
Ethernet cable network.

4.1. Upload Test

A dataset upload comprises two stages. First, the original dataset is preprocessed and
subdivided into a set of small LAZ files whose size is limited by the maximum datablock
size. These files are indexed through octrees that represent the original point cloud. Second,
the files and the octree metadata are stored in the database. The first stage is highly
computationally demanding and consumes most of the time. Therefore, the influence
of the database performance on the overall time is limited. The preprocessing stage is
deterministic and is external to the persistence layer, resulting in the insertion of the same
number of files in each database. Furthermore, note that, in practice, this upload operation
is only to be carried out once per dataset. For this reason, we consider that the results of
this test should have the least weight in the choice of the database.

Table 2 shows the average upload times for each combination of dataset and the maxi-
mum datablock size through three executions. The biggest differences among databases
occurred in Dataset 4 as the octree structure generated is the most complex, with the highest
number of LAZ files to store. Figure 6 shows a relative comparison of the upload times of
Cassandra, PostgreSQL and MySQL with respect to MongoDB. We compared them against
MongoDB because this was used in the reference implementation of SPSLiDAR.
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Table 2. Dataset upload times (in seconds) for the implementations based on MongoDB, Cassandra,
PostgreSQL and MySQL.

Dataset
Maximum
Datablock

Size
MongoDB Cassandra PostgreSQL MySQL

Dataset 1
1,000,000 67 68 69 70
100,000 218 211 224 213
10,000 1444 1373 1553 1411

Dataset 2
1,000,000 746 793 824 727
100,000 2089 2027 2016 1993
10,000 13,962 12,791 12,650 12,942

Dataset 3
1,000,000 1945 1806 1899 2191
100,000 3906 3843 3897 3962
10,000 25,176 24,528 26,823 23,307

Dataset 4
1,000,000 4131 4220 4150 4816
100,000 8460 8258 8887 8575
10,000 45,035 41,290 49,714 42,018

Figure 6. Relative comparison of upload times. Results for (a) Dataset 1; (b) Dataset 2; (c) Dataset 3;
and (d) Dataset 4.

Table 3 shows the final storage space required at the database level by the datasets
after the upload tests. This includes the LAZ files generated in the process in order for all
the entities necessary for the system to work correctly. The results shown are the average of
three upload operations, although we observed low variance among the results. Figure 7
depicts the information of Table 3 as a relative comparison in storage size with respect
to MongoDB.
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Table 3. Storage required (in MB) by the implementations based on MongoDB, Cassandra PostgreSQL
and MySQL.

Dataset
Maximum
Datablock

Size
MongoDB Cassandra PostgreSQL MySQL

Dataset 1
1,000,000 198 197 214 224
100,000 202 200 217 220
10,000 235 224 247 262

Dataset 2
1,000,000 1875 1882 1960 2118
100,000 1893 1884 1970 2109
10,000 2162 2056 2262 2603

Dataset 3
1,000.000 4233 4243 4413 4337
100,000 4313 4308 4486 4365
10,000 5062 4753 5377 6130

Dataset 4
1,000.000 8265 8291 8609 9116
100,000 8388 8478 8726 9397
10,000 9893 9160 10,270 12,406

Figure 7. Relative comparison of the required storage. Results for (a) Dataset 1; (b) Dataset 2;
(c) Dataset 3; and (d) Dataset 4.

4.2. Simple Requests Test

Table 4 shows a relative comparison of the average times required for reading 1M
points from a single client in the different implementations tested. The results are also
graphically summarized in Figure 8.
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Table 4. Average times (in seconds) of a request operation of 1M points in the implementations based
on MongoDB, Cassandra, PostgreSQL and MySQL.

Dataset
Maximum
Datablock

Size
MongoDB Cassandra Postgres MySQL

Dataset 1
1,000,000 0.107 0.11 0.264 0.268
100,000 0.333 0.303 0.965 0.425
10,000 2.547 1.824 5.997 1.72

Dataset 2
1,000,000 0.149 0.222 0.308 0.324
100,000 0.701 0.438 0.992 0.4
10,000 3.718 3.036 9.48 2.792

Dataset 3
1,000,000 0.17 0.237 0.304 0.469
100,000 0.429 0.332 1.094 0.551
10,000 3.559 2.453 8.991 2.223

Dataset 4
1,000,000 0.348 0.188 0.304 0.572
100,000 0.452 0.329 1.042 0.641
10,000 3.663 2.701 6.859 2.894

Figure 8. Relative comparison of the results of the simple requests test with (a) Dataset 1; (b) Dataset
2; (c) Dataset 3; and (d) Dataset 4.

4.3. Concurrent Requests Test

The third experiment evaluates the response time for several concurrent requests of 1M
points from different clients. Tables 5–8 show the results obtained for each implementation
with 10 and 100 concurrent clients, respectively. For the sake of simplicity, requests are only
performed on Dataset 1. Figure 9 graphically compares the throughput of the different
implementations.
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Table 5. Results of the concurrent requests test in Cassandra.

Concurrent
Users

Maximum
Datablock

Size

Average
Request
Time (s)

Maximum
Request
Time (s)

Throughput
(Requests

per Second)

Total Time
(s)

10
1,000,000 1.085 1.512 7 1.532
100,000 0.174 0.23 55 1.831
10,000 0.025 0.074 386 2.59

100
1,000,000 13.36 18.572 5 18.61
100,000 1.715 2.589 56 17.73
10,000 0.237 0.45 419 23.86

Table 6. Results of the concurrent requests test in MongoDB.

Concurrent
Users

Maximum
Datablock

Size

Average
Request
Time (s)

Maximum
Request
Time (s)

Throughput
(Requests

per Second)

Total Time
(s)

10
1,000,000 1.653 1.68 6 1.691
100,000 0.252 0.42 39 2.5705
10,000 0.038 0.076 259 3.8628

100
1,000,000 1.614 1.657 6 16.164
100,000 2.079 3.823 47 21.4625
10,000 0.269 0.527 370 27.011

Table 7. Results of the concurrent requests test in PostgreSQL.

Concurrent
Users

Maximum
Datablock

Size

Average
Request
Time (s)

Maximum
Request
Time (s)

Throughput
(Requests

per Second)

Total Time
(s)

10
1,000,000 2.386 3.002 3 3.024
100,000 0.224 0.503 42 2.352
10,000 0.035 0.4 274 3.646

100
1,000,000 23.3 38.57 3 38.62
100,000 3.763 16.51 26 38.691
10,000 0.279 0.597 356 28.071

Table 8. Results of the concurrent requests test in MySQL.

Concurrent
Users

Maximum
Datablock

Size

Average
Request
Time (s)

Maximum
Request
Time (s)

Throughput
(Requests

per second)

Total Time
(s)

10
1,000,000 1.547 1.579 6 1.604
100,000 0.232 0.296 42 2.36
10,000 0.044 0.113 223 4.493

100
1,000,000 25.422 34.841 3 34.886
100,000 9.316 23.556 10 95.749
10,000 0.416 0.633 239 41.86
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Figure 9. Comparison of the throughput of the different implementations with (a) 10 concurrent
users and (b) 100 concurrent users.

5. Discussion

NoSQL databases are the primary storage option in Big Data applications. Our
experiments with LiDAR datasets confirm in general terms the advantage of using NoSQL
databases over relational ones, although the performance of MySQL is close or even
superior in certain situations. Nevertheless, Cassandra is the clear winner, only beaten
by MongoDB when the spatial data structure was organized in large datablocks (1 M).
One possible explanation for this fact may be the superior performance of GridFS when
handling larger LAZ files. Among all the experiments, the upload tests show less conclusive
results, but in general terms, Cassandra and MySQL perform better with small or medium
datablocks, and therefore, larger octrees, while MongoDB beats the rest of databases with
large datablocks (i.e., smaller octrees). Regarding the storage space required, the two
relational databases clearly perform the worst; most notably MySQL requires up to 20%
more space than MongoDB when using small datablock sizes. This may be due to a
more complex internal organization of the information or a wider use of indexes, which is
necessary to be able to respond to more complex queries in the relational model.

In the simple requests test, Cassandra and MySQL showed the lowest latency with
smaller and medium datablocks up to 25% better than MongoDB, although the latter was
still overall the fastest database with a 1M datablock size. PostgreSQL is clearly the worst
option—up to twice as slow as Cassandra in some experiments.

In the third series of experiments related to concurrent requests, Cassandra showed
the highest throughput followed by MongoDB. Surprisingly, the MySQL performance was
much less satisfactory in situations with concurrent requests than with single requests, com-
ing in last position—even behind PostgreSQL. This is an important weakness of MySQL that
may discourage its use in applications which need to support high concurrent workloads.

In summary, our recommendation for any project that requires storage in a database of
large LiDAR datasets is Cassandra. Its performance is excellent in all operations. MongoDB
can be an interesting alternative when Big Data chunks have to be stored in the database,
thanks to the excellent performance of GridFS. Finally, if using relational databases is a
requirement of the project, MySQL is the option of choice, although its performance under
high concurrent workloads should be carefully observed.

6. Conclusions and Future Work

Databases are a versatile and robust option when storing LiDAR data. In this paper,
we tried to shed some light on the most appropriate choice of database management
system for this type of data. To this end, we compared the performance of four of the
most popular NoSQL and relational database management systems in several areas. Our
conclusion is that although NoSQL databases perform better than relational systems, the
gap, particularly with MySQL, is narrow. Overall, Cassandra shines in all areas, only
lagging behind MongoDB when datasets are split into large blocks.
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Many approaches use a database only for storing dataset metadata or spatial indexes,
keeping LiDAR data in external files. We store LiDAR data in the database because of its
clear advantages: simplicity, guaranteed consistency and distributed storage when using
database engines that support sharding. However, a further comparison of the performance
of the in-database vs. file system storage would provide useful information for decision
making when designing systems working with LiDAR data. The storage and processing
of massive volumes of LiDAR data usually requires a distributed architecture. For this
reason, a new experimentation similar to that carried out in this paper but using a cluster
of database nodes would be relevant. However, the relational databases management
systems analyzed are centralized, therefore additional solutions such as MySQL Cluster
CGE would be necessary. The use of this extra infrastructure and the decisions made during
the installation, configuration and tuning of the cluster and database nodes may influence
the experimentation and limit the validity of the results.
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